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Abstract—Intrusion detection is an important protection tool for computer systems and networks. In recent years it has become an

essential piece in the IT security infrastructure of large organizations. Even though intrusion detection systems are installed in an

increasing rate, they are often misused as the quality of alerts they produce is not satisfactory. High alert volume, high false positives

rate and low level of information are the main reasons that security analysts cannot take full advantage of intrusion detection

alert-sets. The aim of this survey is to summarize intrusion detection alerts’ post-processing research, which is categorized in

false positives reduction, alerts’ correlation and visualisation. The most important efforts in the field are analyzed, while all recent

methods are presented. Finally the present and the future of alerts post-processing research field is discussed.

Keywords—Intrusion detection, alerts, post-processing, false positives reduction, correlation, visualization.

1. Introduction

One of the tools in the hands of security analysts’
is intrusion detection systems. These systems detect
possible intrusions and produce alerts in order to
notify the analyst of the intrusion. There are many
types of such systems, as detection technique and
scope of the protected system may vary. Host based
systems protect critical hosts, while network sys-
tems can protect a whole network. Signature-based
systems use predefined intrusion profiles and try to
match the activity of the protected system to them,
while anomaly-based systems search for important
deviations from normality in the system’s activity,

and characterize these as intrusions.

An important problem in the intrusion detection
field, regardless of the system type, is the low
quality of the produced alert-sets, due to which
intrusion detection systems may become unusable.
The volume of alerts is usually difficult to manage,
while false positives and false negatives are always
present. As a result generally, alert-sets as produced
by intrusion detection systems are hard for security
analysts to utilize. In order to overcome this, a lot of
research has been focused on improving the quality
of alerts and specifically on the post-processing of
alerts.
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This work paper presents recent research work on
post-processing intrusion detection alerts. It is struc-
tured as follows: Section 2 presents the different
aspects of the alert quality problem and the need for
post-processing, while section 3 presents important
and pioneering research conducted in the early years
of the last decade. The next three sections review
recent work: section 4 reviews work concerning
reducing false positives, section 5 reviews work that
concerns correlating relevant alerts and section 6
reviews work that concerns alert visualization. Fi-
nally, in section 7 we discuss limitations of existing
methods and future research possibilities in post-
processing alerts.

2. The need for post-processing of intru-
sion detection alerts

As soon as intrusion detection research matured
and the first real world implementations of such sys-
tems were installed, the problem of the low quality
of the resulting alert-set became evident. In theory
intrusions were detected at a high rate, but the alert-
sets produced by the intrusion detection systems
were inappropriate for use in an environment where
instant reaction is critical. Security analysts had to
dig through huge alert-sets of low quality to find
indications of intrusions. The difficulty in deciding
whether an intrusion was really occurring made
them to either react with delay or even to not react
at all to real intrusions that were indeed detected by
the intrusion detection systems. The main aspects
of this problem of low quality of alerts are:

• High volume: Normally, intrusion detection
systems protect complicated systems and net-
works, whose utilization is relatively high; thus,
high volumes of data (network traffic or system
calls) are examined for possible malicious ac-
tivity. This produces large volumes of alerts. In

most of the cases it is impossible for the analyst
to read a real world alert-set in an alert by alert
fashion, as alerts are produced at a rate much
higher than the rate in which she can read them.

• High false positives rate: Apart from being
huge in volume a real world alert-set consists
mainly of false alerts, i.e. alerts that do not cor-
respond to real intrusion incidents. This mainly
happens because intrusion detection systems try
to achieve high detection rates (percentage of
true intrusions detected), so their sensitivity is
set at relatively high levels.

• Low level of alerts : Alerts correspond to low
level events in a system (e.g. to an IP packet
or to a system call). Attempted intrusions are
higher level events and they usually produce
multiple different alerts. This difference in the
level between events and alerts makes it hard to
infer useful information when reading an alert-
set.

In order to minimize these defects, several
researchers have employed methods of post-
processing intrusion detection alerts. These methods
fall into three main methodologies; reduction of
false positives clustering; and alternative represen-
tation techniques.

3. Early important work on post-
processing of intrusion detection alerts

In the last two decades some serious research
work on post-processing alerts has been conducted
quality. In this Section the most important research
efforts in the field are presented.

3.1. Defining alerts similarity

In 2001 Valdes and Skinner proposed using proba-
bilistic similarity between alerts as a means to post-
process them [1]. To this end, they defined a method
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for calculating similarities. They calculate similar-
ity between two alerts as a meter of overlapping
between their features. Since then many methods
that use this similarity approach or try to enhance
it have been proposed.

In this approach alerts for which there is a
relevant match are aggregated. For each different
alert attribute an appropriate similarity function is
defined. Additionally, an expected similarity value is
calculated, which in practice is a weight that is later
used to calculate the overall similarity. A minimum
match specification is also incorporated, that uncon-
ditionally rejects a match if any feature similarity is
lower than the minimum specified value. For each
new alert, the similarity to all existing meta alerts
is computed taking into account attribute similarities
along with the corresponding expected similarities.
The alert is then merged with the best matching
meta alert, as long as their similarity is above a
threshold value.

An experimental process has been conducted,
with a simulated real world network. Normal traffic
was artificially generated and at the same time
the designed attack was executed. The intrusion
detection sensors used were EMERALD eBayes and
eXpert-Net. The correlation procedure has achieved
a reduction of false alerts at one-half to two-thirds
with regards to the initial alert-set.

The concept of combining results of similarity
functions for each attribute of alerts, to calculate an
overall similarity has influenced the work of other
researchers [2],[3],[4].

3.2. Discriminating between aggregation and
correlation

At about the same time, Debar and Wespi [5]
presented the first analytical descriptions of alert
aggregation and correlation procedures. They dis-

cuss an overall intrusion detection post-processing
architecture and their well defined approach remains
valid until today, as most methods after theirs have
discriminated between aggregation and correlation.

They highlight the most important problems in
intrusion detection alert-sets as:

• Intrusion detection systems provide the operator
with a large number of alerts; the operator then
has difficulties coping with the load.

• Attacks are likely to generate multiple related
alerts and it is not easy for operators to logically
group them.

• Intrusion detection systems are likely to gen-
erate many false alerts, false positives or false
negatives.

• Intrusion detection system architectures, at the
time, made it difficult to achieve large-scale
deployment.

In order to solve these problems, the authors
proposed an architecture that consists of multiple
detection probes, the outputs of which are fed to
aggregation and correlation components.

In the aggregation component the algorithm
groups events together according to certain criteria.
The aim is to discard multiple identical alerts at the
sensor level.

In the correlation component the algorithm cre-
ates correlation relationships between related events
according to explicit rules. Once events are in a
relationship, they are considered as part of the same
attack and are processed together. The authors de-
fine two kinds of correlation relationships between
events: duplicates and consequences.

The detection of duplicates relies on the provi-
sion of common information by different intrusion
detection sensors. Duplicates are alerts referring to
exactly the same event. Consequence chains are sets
of alerts linked in a given order, where the link must

66



INTERNATIONAL JOURNAL OF INFORMATION SECURITY SCIENCE
G. P. Spathoulas and S. K. Katsikas, Vol.2, No.2

occur within a given time interval. Consequences
are alerts that correspond to consecutive related
alerts.

A usage example is given, but thorough experi-
ments are not carried out.

3.3. Reconstructing attack scenarios

In [6] the motivation is to provide a framework
for constructing attack scenarios through alert cor-
relation, using prerequisites and consequences of
intrusions. The approach is based on the observation
that alerts correspond to different stages of an attack
scenario, with the earlier stages preparing for the
later ones. The same idea has been reused in recent
years in many research efforts [7],[8],[9].

The authors proposed a formal framework to
represent alerts along with their prerequisites and
consequences, and developed a method to correlate
related alerts. In this framework they define hyper
alerts types, which are composed by the intrusion
type, the prerequisites and the post conditions of
the intrusion. The prerequisites of an intrusion are
the necessary conditions for the intrusion to be
successful, while the consequences of an intrusion
are its possible outcomes. They also developed an
off-line tool on the basis of the formal framework,
which tries to correlate alerts, by combining post
conditions with prerequisites. Specifically, the tool
examines each alert and tries to discover possible
combinations of its post conditions with the prereq-
uisites of alerts with timestamps in a specific time
window which comes later than the time stamp of
the alert being examined.

The authors conducted experiments that demon-
strated the potential of their method in correlating
alerts. While the method is based on manually
defining prerequisites and post conditions for all
possible attack types, a fact that reduces flexibility

and ability to deal with new attack types, the idea
of connecting alerts in a logical and chronological
manner was important for later post-processing of
alerts research.

3.4. A complete approach

Perhaps the most influential work in post-
processing of alerts was presented in [10]. The
authors in [10] have implemented a complete system
that tackles most aspects of post-processing of alerts
and have conducted experiments on different data-
sets to prove the validity of their assumptions.

They provided a detailed analysis of the problem
and designed a set of components that focus on
different aspects of the overall correlation task. First,
a normalization component transforms all alerts to
a standardized format, understood by all correlation
components. Next, a preprocessing component deals
with attributes of alerts that sensors may have omit-
ted and supplies relevant values, as accurate as pos-
sible. These attributes may be required for the func-
tioning of other components in sequel. The fusion
component is responsible for combining alerts that
represent independent detections of the same attack
instance by different intrusion detection systems. In
a system with multiple sensors, identical alerts may
be an important problem to solve. A verification
component determines the possible success of the
attack which each alert corresponds to; this infor-
mation is used by the correlation components down
the line. Verification is performed either by using
passive techniques, such as gathering data for the
network in advance, or by using active techniques,
such as looking for attack success evidence after the
alert has been recorded.

The thread reconstruction component identifies
combinations of attacker and target through all
alerts, in order to discover series of alerts that refer
to attacks launched by a single attacker against a
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single target. This component is important as it
can associate network-based alerts with host-based
alerts, both related to the same attack. The task
of the focus recognition component is to identify
hosts that are either the source or the target of a
significant number of alerts. These hosts are likely
to be related to a denial-of-service attack or to a port
scanning attempt. The multistep correlation compo-
nent identifies predefined common attack patterns
such as island-hopping attacks. Finally, the impact
analysis component determines the impact of the
detected attacks on the operation of the network
being monitored; this information is eventually used
by the prioritization component, which assigns an
appropriate priority to every alert.

Besides designing a robust system, the authors ex-
tensively researched data-sets available at the time,
and utilized all of them to experimentally test their
system.

4. Reducing false positives

As discussed in section 2, intrusion detection
alert-sets are characterized by high false positives
rate. Various numerous methods have been proposed
to cope with this problem. In this section the latest
research efforts to reduce false positives in intrusion
detection are presented.

4.1. Considering initial classification inade-
quate

The author in [11] suggests that the actual intru-
sion detection systems are inadequate, as he proves
that checking the TTL of packets that produced the
alerts helps reducing significantly the false positives
rate. The proposed method is based on clustering the
produced alerts on the basis of their TTL values.
Experiments on various data-sets show that false
positives are included in specific clusters and that

it is then easy to discard them. This work has been
extended in [12], whereby apart from false posi-
tives, redundant alerts are also filtered out through
clustering procedures.

4.2. Looking at neighboring alerts

The authors in [13] take advantage of mixture
models in order to discriminate between true and
false positives. They compare the characteristics of
each alert to the characteristics of previous ones. It
is expected that a true alert will differentiate from its
precedents. In this way the alert is classified to the
intrusion or to the non-intrusion set. Additionally
the protected system is checked for vulnerabilities
relevant to each alert, in order to characterize it as
critical or not.

While the method seems interesting, it is not
well defined and the reader is not convinced of its
validity.

The authors in [14] also examine neighboring
alerts, to decide on the validity of each alert. They
calculate the relevant correlation, and try to iden-
tify false alerts along with duplicate ones (alerts
that tend to reappear multiple times through the
dataset). Apart from that, they also use an ensemble-
based adaptive learner which, given the expertise
feedback, is capable of adapting to environmen-
tal changes through automatic tuning. The learner
remains effective even if the protected network
changes. The implementation is tested by using both
the DARPA and a private data set. The method
requires the intervention of the security analysts;
this makes it inapplicable in real world, large scale
networks.

The alert-set itself is also utilized in [15]. The
method proposed therein is based on the calculation
of reputation for alerts. The reputation relates to the
probability that these alerts are true. It is calculated
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from the false positives rate of alerts concerning
the same IP address or sharing the same signature.
The performance of the method is validated through
experiments that show significant reduction in the
false positives rate. The limitation of the method is
that in order to calculate the reputation, the validity
of previous alerts needs to be known.

In [16] a post-processing filter is presented. The
authors propose a filter consisting of four different
components, each of which examines various pa-
rameters of each alert in relation to its neighbors
and calculates the probability that this alert is true
(i.e. that it corresponds to a true intrusion event).
The examined parameters are the percentage of
neighbors sharing the same signature and having
similarities in source and destination IPs; the devi-
ation in the frequency with with which a signature
appears and the tendency of a signature to produce
false positives. The probabilities calculated by all
components are then combined, to produce a final
verdict for each alert. Finally, comparison against
a threshold value is used to discard false alerts.
Experiments conducted show that the filter performs
well at least with the DARPA data-set.

4.3. Training required

The authors in [17] propose the use of an adap-
tive false alert filter that incorporates some of the
most common machine learning techniques, such as
K-nearest neighbors; Decision trees; and Support
vector machines. The results of each method are
continuously monitored. The filter examines each
algorithm’s performance every hour and chooses the
best of them to be used until the next evaluation. The
filter seems to perform well, but there is an impor-
tant drawback, as the comparison of the algorithms’
performance is based upon the labeled Snort data-
set (the validity of alerts can be determined from the
DARPA documentation). In a real world scenario no

such labels exist.

In [18] the main assumption exploited is that false
positives are triggered by causes that are frequent
in a specific network. A training phase is described,
where the frequency of values for attributes of alerts
are calculated. These frequencies are stored in hash
tables. They are normalized by weight values and
used to determine if a future alert is similar to
alerts that frequently appear or if it is significantly
different from them. The threshold value that is
used to discard frequent alerts is also decided upon
during training phase.

4.4. Considering attacks as anomalies

In [19] valid alerts are considered as anomalies
in an alert-set mainly consisting of false positives.
The authors built profiles of usual false positives,
for a given protected network. The idea is to use
anomaly detection techniques on the produced alert-
set, to discriminate true alerts as alerts that are
characterized by an important deviation from these
profiles. Three different algorithms are used and
compared in terms of achieved false positives re-
duction, given the fact that they do not filter out
any true positive. The rationale of this paper seems
interesting and promising, but the choice of the
threshold that discards alerts would be difficult to
make in a real world scenario, where no evidence
regarding the validity of the alerts exists.

The same idea is more or less found in [20].
The authors therein state that there are root causes
for each group of similar alerts. If the protected
system’s administrator can discriminate root causes
relevant to intrusions from the ones relevant to
benign activity, then she could easily reduce the
false positives rate by discarding the alerts produced
by non intrusive root causes. They propose to use
clustering in order to create clusters of similar
alerts and then to characterize each of these clusters
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according to an assumed root cause. Future alerts
can be characterized by the cluster they are closer
to. An obvious drawback of the proposed system is
that it is semi-automatic, as it will always require
human intervention in order for root causes to be
discovered and characterized as nominal activity or
intrusion.

In [21] the idea is to reduce the overall number of
alerts and by doing so to reduce the false positives
rate. K-means clustering is used to identify main
clusters in a huge population of alerts for a specific
network, while outliers are ignored. The authors
state that if a future alert could be categorized into
one of these clusters it would be a strong indication
that the specific alert concerns nominal traffic. Upon
this hypothesis, they propose to completely ignore
such alerts. While they provide proof for the high
percentage of alerts that could be ignored in this
way (resulting in a much smaller alert-set), they
do not provide enough evidence on the validity of
their assumption, that the ignored alerts are indeed
relevant to nominal traffic.

4.5. Getting feedback

A general framework is proposed in [22] that
enables the feedback of false positives occurring in
results to be fed back into the monitoring process.
This way the policy implemented by the intrusion
detection system can be altered accordingly to the
false positive rate. The framework proposed therein
is a solid base on which methods for reconfiguring
monitoring policies can be based, but there are
important issues that should be addressed in order
for the framework to be used in a real world
scenario. Specific adjustments should be made to the
framework itself as it is strongly coupled to the in-
trusion detection system used, the procedure chosen
for checking the validity of alerts and the method
for evaluating the performance of the monitoring

policy in use.

4.6. Working under uncertainty

The authors in [23] deal with the aggregation of
alerts, in order to reduce false positives, but in terms
of anomaly detection systems. Alerts, produced by
signature based systems, contain useful information
for alert correlation methods, such as the relevant
signature or the class of the attack. On the other
hand, anomaly detection systems produce less in-
formation for the attack and the correlation process
is more difficult. In this paper the use of fuzzy sets
is proposed, in order to avoid missing alerts due to
fuzziness issues. The main information to base ag-
gregation in anomaly-based systems is timestamps.
Problems may appear in this aggregation procedure
due to system latency or wrong sharp threshold
values. The authors discuss the criteria required to
compute the time distance between alerts and to
define threshold values by taking into account the
uncertainty factor. The general intrusion detection
feasible data-set problem is thoroughly discussed
and a framework for evaluating fusion methods is
presented.

The authors in [24] propose the use of a fuzzy
inference system, which filters out false positives,
without missing on any of the detected attacks. For
each alert a meta-alert is calculated, the fields of
which are relevant to specific statistical observations
about the alert and its relation to the other alerts
that are close in time to it. The meta-alert is led
to a fuzzy inference system which uses predefined
membership functions to transform each one of
its attributes to membership degrees. Logical if-
then rules are incorporated to calculate a degree
of membership at the output of the system, which
corresponds to whether the alert is true. By the use
of a threshold value this degree can be used to
classify alerts as true or false. The system has been
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tested against the DARPA dataset and has exhibited
a significant reduction (83%) of false positives,
while it filters in alerts for all the attacks that really
occurred.

4.7. Considering network’s vulnerabilities

The authors in [25] propose to filter out false
positives by taking into account the vulnerabilities
of the protected systems. They assume that every
alert that concerns an ineffective, to the protected
network, attack can be treated as a false positive.
Even if there is an ongoing intrusion attempt, it
will be unsuccessful as the required vulnerability
is missing. The proposed method uses vulnerability
scanners to create profiles of existing vulnerabilities.
Alerts are then correlated to these profiles and the
resulting distance vectors are used to classify each
alert as true or false. A back-propagation neural
network has been trained on vectors that belong to
alerts known to be ineffective. Then, this neural net-
work classifies new alerts as effective or ineffective,
filtering out the latter ones. The experimental results
on a custom data-set indicate that the accuracy
of the intrusion detection system has been vastly
improved.

5. Correlating alerts

Perhaps the most research-intensive field in in-
trusion detection post-processing is the correlation
of alerts. Due to the multiple feasible approaches
to the problem, a large volume of relevant papers
exist in the literature. In this section we present the
most recent works in the field. Some authors extend
work that was done previously, while others propose
more innovative solutions.

5.1. Methods in their early stages

In [26] a simple alert clustering scheme is pro-
posed, in order to reduce the number of alerts. The
alerts’ attributes that are examined are the alert’s
signature; the destination IP; and the time stamp.
While the clustering algorithm used is not described
in detail, each produced cluster is tagged with an
attack type at the end of the procedure. This research
work seems to be in progress hence, criticizing its
results is immature.

An iterative clustering procedure is presented in
[27]. The ISODATA algorithm creates clusters of
alerts in an iterative manner. The functioning and the
finalizing circumstances of the algorithm are based
on arbitrarily valued parameters. The experimental
results indicate a reduction of the number of alerts,
albeit without justifying the validity of the produced
aggregations. The method does not seem to con-
tribute much to recent intrusion detection research.

The methodology described in [28], aims to ag-
gregate intrusion detection alerts in a performance-
efficient manner, in order to be applicable in an on-
line scenario. The authors regard attack instances
as random processes producing alerts and they try
to model these processes, using approximate max-
imum likelihood parameter estimation techniques.
While they provide a general description of their
theory, there is no analysis of the proposed method.

5.2. Using correlated alerts to reduce false
positives

The authors in [29] have incorporated the results
of correlating alerts, to reduce false positives. They
use the Self Organising Maps algorithm to create
clusters of alerts, triggered by the same security
events, in an unsupervised manner. After that, they
use the K-Means algorithm to further classify the
clusters as true or false. The output of the SOM
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algorithm is fed as input to the K-means algorithm.
The experiments carried on both the DARPA data-
set and on a private University of Plymouth data-
set prove that two stage clustering is efficient.
Another advantage of the proposed method is that
the graphical representation of clusters produced by
the SOM algorithm may be representative of the
relations between correlated alerts.

In [30] frequent itemset mining is used in order
to discover alerts that are frequent and characterize
them as normal. Alerts that look like unusual (inter-
esting) are isolated and promoted as possible intru-
sions. The authors have collected a private alert-set;
a thorough examination of the properties of these
alerts has indicated that strong recurring patterns
exist in the alert-set. The frequent itemset mining
algorithm has been adapted to address problems
of the specific domain. For example, unusual and
intensive short-term malicious network activity may
produce too many alerts and thus trigger relative
patterns that will classify similar future activity as
normal. On the other hand, too generic produced
patterns may be inappropriate for alert classification
due to over-generalization issues. The experimental
results showed that the classification of alerts as
interesting has achieved high rates of precision,
as most of the intrusion-relevant alerts were in
that category, while the size of the alert-set was
substantially reduced.

5.3. Socialization between intrusion detection
nodes

An interesting approach for optimising collabora-
tion among intrusion detection nodes is presented
in [31]. It is based on the assumption that each
node can communicate with other nodes and it
can appraise their trustworthiness. In this way, each
node can get information about ongoing attacks
from other nodes and evaluate it according to the

confidence it has for them. The authors describe
a formal mathematical model that dictates how
nodes get to know other nodes, how they manage
trustworthiness through time, how they send con-
sultation requests and, finally, how they decide on
the validity of alerts based on aggregating advice
from other nodes through a Bayesian approach. This
method does not deal with correlation in the usual
manner, but it provides a new aspect on how alerts
produced by different intrusion detection systems
can be combined.

The authors in [32] propose a framework that is
based on an hierarchical view of the protected sys-
tem. They first define ontologies for all the involved
parts and then describe a model through which cor-
relation of alerts is achieved even though the alerts
may concern various kinds of assets of the protected
system or they have been generated by various types
of sensors. Moreover, a trustworthiness factor for
each of these combinations is taken into account in
order to produce results that approximate the true
security status of the protected system, as accurately
as possible. A limited manual experimental proce-
dure is described in order to assess the efficiency
of the proposed method, while more extensive tests
are required, as the likely diversity of sensors or
systems may prove the framework inapplicable.

An important requirement for successful alert cor-
relation between different intrusion detection sys-
tems is the existence of a common representation for
alerts. In [33] a well defined representation model is
presented, based on the first-order logic formalism.
Apart from describing a representation model for
intrusion detection alerts, the authors have also tried
to formalise representations for all other important
entities in intrusion detection context. They propose
representation schemes for hosts, software products,
vulnerabilities, attack classes, intrusion detection
systems, events, messages etc. The model is inter-
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esting and its use seems promising. Further testing
has to be done in order to evaluate if this theoretical
model is applicable to real word alert correlation
scenarios.

5.4. Decentralizing alert correlation

A well defined methodology is proposed in [34],
in order to cope with the correlation of alerts pro-
duced by intrusion detection systems scattered all
over the world. The authors define an alert attribute
pattern scheme, that is used to efficiently represent
alerts. They use this scheme to commit a two stage
correlation, one locally for each intrusion detection
system and one for the global system. The two
stages of correlation ensure that there will not be any
computation overhead issues. A methodology for
automatically setting the local and global thresholds
is defined. Two different models of processing are
examined, one with a central server and the other
completely decentralized, built on a peer-to-peer
architecture. The evaluation of the algorithm is also
concrete, as it takes into account the geographical
location of the sensors and it calculates the cor-
responding communication overheads. In general,
the authors have made an important contribution to
collaborative intrusion detection research.

Reducing communication overhead is also the
motivation in [35]. The use of distributed hash
tables in each intrusion detection node is proposed,
in order to keep single and correlated alerts. This
structure enables efficient and flexible handling of
alerts. Computations for each correlated alert are
handled to the node with the least load among
the nodes relevant to the alert. Moreover, commu-
nication issues are also taken into account in the
described methodology. Routing of data exchanges
between nodes is based on the Kademlia algorithm
that ensures that information flow is conducted
through the least loaded path. The approach seems

interesting, but the actual correlation process is
insufficiently analyzed.

The authors in [36] have emphasized on the data
fusion part of the alert correlation problem. It is
commonly accepted that each intrusion detection
sensor is more feasible to detect certain kinds of at-
tacks, according to its nature. The proposed method
uses a Neural Network learner unit, that is initially
trained with labeled data to decide upon the weights
to be used for each intrusion detection sensor. The
weights depend on both the sensor itself and the
kind of alert it produces. The thresholds used both
in each sensor and globally are optimized through
the process of observing the data flow and by dy-
namically modelling normal and anomalous activity
distributions. The threshold values are continuously
adjusted in order to keep the optimum detection-
false alarm trade-off. Experimental results show that
the proposed fusion system beneficially combines
two different intrusion detection sensors: PHAD and
ALAD; the detection rate of the fusion unit is much
better than the detection rates of each of the two
sensors individually, while the false positive rate is
kept at minimum.

5.5. Clustering and hypothesizing on missed
events

In [37] the proposed system is a general post-
processing solution. Its input is a set of alert sets
from multiple intrusion detection sensors. The alerts
of each set are aggregated in order to improve their
quality, before multiple alert sets merge into one
general alert set. Then, a low clustering procedure
allows the system to hypothesize about missed se-
curity events and to create relevant alerts. The main
clustering phase comes next, before the final step,
in which a clusters graph is generated to produce
a high level presentation of the security events.
The system has been tested using the DARPA 2000
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dataset, as well as a live network dataset, and has
produced satisfactory results.

5.6. Taking into account expert knowledge

Due to the nature of the intrusion detection prob-
lem, no automated method can produce a perfect
representation of tsecurity state of the protected
system. In [38] expert knowledge is used in order
to enhance both the intrusion detection and the alert
correlation processes. The authors assume that intru-
sion detection and alert correlation both constitute
classification problems. They try to revise results
of broadly used classifiers (various Naive Bayes
implementations and Decision trees), by taking into
account prior expert knowledge. This knowledge is
expressed in simple forms, e.g. a certain percentage
of traffic is normal or alerts of a certain attack
class follow a specific probability distribution. Their
algorithm examines this knowledge and tries to alter
the results of the classifiers, in order to make them
adhere to the relevant limitations, to the extent that
this is possible. They finally provide an analytical
experimental procedure, using three different data-
sets, to show the validity of their approach.

5.7. Concentrating on infected hosts

A different approach to the reduction of the size
of the alert-set is taken in [39], where the main
goal is to find infected hosts. It is difficult to
efficiently transform raw alerts to meta-alerts that
absolutely correspond to real security events. The
authors state that it is easier to just find infected
hosts on the protected network, by examining raw
alerts and then to further investigate these hosts.
They build a novel heuristic to detect infected hosts
from a huge alert-set. This heuristic uses a statistical
measure to find hosts that exhibit a repeated multi-
stage malicious footprint involving specific classes

of alerts. Validation of the method showed that it
achieves relatively low false positive rates in huge
data-sets. It is obvious that the method could be use-
ful to a large network’s administrator as she could
have a good approximation of infected hosts on her
network instead of a very long and impractical alert
list.

5.8. Alert flows are more informative than sin-
gle alerts

In [40] the authors propose that investigating
flows of alerts is more effective than investigating
single alerts. In this way it is obvious that the size
of the data for the analyst;s attention is massively
reduced, as flows consisting of alerts related to nor-
mal system behavior can contain strong regularities,
which can be modeled and eventually filtered out.
Normal flow behavior is modeled as a weighted sum
of previous observations, using non-stationary auto-
regressive models. The weights are re-estimated or
updated at every new observation. Re-estimation
is conducted through the use of a Kalman filter,
and it happens on-line, without having to stop
examining flows. The most significant differences
between forecasts provided by the model and the
observations are reported as anomalies and possible
intrusions. Finally, these models are used to process
voluminous alert flows from an operational network
and the results are satisfactory.

5.9. Multiple correlators are better than a sin-
gle one

The authors in [41] propose a system that is based
on multiple correlation methods and, for a given
data-set, is able to efficiently combine the results
of these methods. A learning phase must exist in
advance, in which the performance of each of the
correlation methods is measured in terms of their
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alert reduction rate percentages. The best of the
methods are then selected and applied in a best
to worst fashion, during the real correlation phase.
The experimental process has been conducted on
various data-sets while a lot of attention has been
given to the total correlation time, as the authors’
intention is to produce a system capable of working
on-line. An important issue is that the achieved
high reduction rate is not an adequate indication of
required performance, as the quality of the produced
correlated alerts should also be examined.

6. Visualizing results

While all methods previously analysed improve
the quality of the produced alert-set, none of them
can create an easy to read high level representation
for the security analyst. This can only achieved
by visualizing the produced alert-set. Despite of
this fact, the relevant visualization methods in the
literature are not many. The most recent among
them are analysed in this section.

6.1. Tables of aggregated alerts

In [42] the motivation is to produce a graphical
representation of all possible aggregations of alerts,
in order to help security analysts to easily recognize
anomalous activity. A graph of tables is created in
an hierarchical manner; the root table of the graph
represents all events. Each table on the second level
represents all possible aggregations produced by
defining a specific value for one of the attributes
of alerts. The descendants of each second level
table are more specific aggregations as the values
of a second attribute is picked. It is obvious that
nodes on the higher levels of the graph represent
more populated aggregations, while nodes on the
lower nodes represent more specific aggregations.
Probability distributions of attribute values can be

useful when searching for anomalies throughout the
graph, as a detailed examination of the graph may
provide evidence for actual intrusions.

6.2. Limiting the dimensionality of alerts

Usually intrusion detection alerts contain 7-8 in-
teresting attributes. This dimensionality is obviously
hard to depict by any visualization method. The
motivation of [43] is to research which projection
method is the most suitable in order to compress
intrusion alert data and make their visualization
easier. The methods compared are Principal Com-
ponent Analysis (PCA), Maximum Likelihood Heb-
bian Learning (MLHL) and Cooperative Maximum
Likelihood Hebbian Learning (CMLHL). The re-
sults of relevant experiments have shown that the
latter of three methods is the most suitable, as it
produces the best results. While this conclusion
seems interesting, no indication is given whether
CMLHL can be efficiently used in a real world
scenario.

6.3. Different views for different uses

An interesting multi-view approach for intrusion
detection visualization is presented in [44]. The
authors have implemented four different represen-
tations, each being suitable for a different scenario.
Specifically, there is a main system component
responsible for preprocessing and aggregation of
alerts along with a PostgreSQL database that holds
all required data. The four different views are :

• Daily Summary: A customizable overview
which shows various daily summary data, such
as aggregated flows per minute over the entire
network, or over certain ports.

• Intrusion Detection View: A view based on
predefined or user-created templates that shows
all relevant intrusion detection alerts. The user
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can set criteria, such as port or IP address, for
the alerts being shown, in order to see the part
of alert flow she is interested in.

• Home centric flow visualization: It consists of
a Tree Map that shows traffic flows between
attacking hosts and protected network hosts as
splines. The size of the TreeMap rectangles
(weight), their background color, and the spline
width can be set to a default value or they can
be computed by some function of the attributes
of aggregated flow data, e.g., log of flow count,
transferred packets, or bytes.

• Graph-based flow visualization: This is pro-
vided as an alternative to the home-centric flow
visualization. The main advantage of the graph
view is that it emphasizes on the structural prop-
erties of the intrusions such as the connectivity
between hosts. It is easier to recognize hosts
with an intense participation in the intrusion
activity.

The last two of the views seem more interesting,
but they are not the appropriate views to provide
a satisfactory representation of the overall security
state of the protected system.

6.4. 3D may be better than 2D

In [45] an innovative approach to intrusion de-
tection visualization is proposed. A 3D graphics
engine is used to depict the protected network and
the security events. Usually, the means used to
visualize intrusion detection data are charts, pies
or graphs. In this case, a 3D world is created, in
which objects, like hosts or network connections,
exist and graphical effects indicate the occurrence
of an intrusion. The work presented is in its early
stages; not enough evidence exists for the validity
of the method.

6.5. Place everything on wheels

An impressive application of radial visualization
in the intrusion detection field is presented in [46].
The authors have implemented AlertWheel, which
is an intrusion alerts visualization method, based on
the bipartite graphs approach. They depict alerts as
edges that connect nodes, representative of source
IPs, to a central pie, slices of which represent
intrusion categories. the number of possible cate-
gories does not exceed thirty, while source IPs can
be easily grouped in sub-nets. The edges, which
correspond to alerts, usually come in huge numbers.
The method tries to group these edges whenever
they share the same path, in order to produce a
readable graph. The security analyst can set criteria
to restrict the alerts shown, in order to be able to
read the resulting graph more easily. The method is
interesting and produces a nice result. Perhaps more
alert attributes can be taken into account in order to
create a more informative picture.

6.6. A live compact representation

In [47] the author incorporates a three-
dimensional graph to depict results of post-
processing of intrusion detection alerts. The
post-processing method produces clusters of related
alerts. It also calculates a validity estimate and a
danger estimate for these clusters. A visualization
procedure is executed periodically and produces
consecutive depictions, which are mainly the frames
of the final live representation. In each frame, the
clusters are depicted as peaks on an otherwise
flat plane. From the graph, the analyst can easily
deduce details for each cluster, such as the time
range it occurs in; the IPs of the protected network
it is related to; the danger estimate for it; and the
truth estimate for it. The main objective of this
method is to immediately inform the analyst about
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occurring intrusions in a concise way and enable
her to react in time.

7. Discussion

It is obvious from the previous sections that a lot
of research has been focused on improving the qual-
ity of intrusion detection alert-sets. Through the last
decade many methods and approaches have been
proposed in order to either reduce false positives,
correlate alerts or visualize the outcome in a more
elaborate way.

A problem that generally exists in intrusion de-
tection research concerns the data-sets used to test
developed methods. The most commonly used data-
set is the DARPA data-set [48], which has been
heavily criticised as not general enough and out of
date. [49],[50],[51]. Some non public data-sets do
exist, but they are not used by most researchers, who
opt for creating their own, by monitoring intrusion
detection alerts in a network they have access to.
This makes the comparison among different meth-
ods very difficult. A modern data-set, acceptable
by all researchers and used by them would help
intrusion detection research a lot [52],[53].

While different parts of the problem have been
efficiently solved, a complete solution that will
generate an outcome free of the usual deficiencies
and ready to be read by the security analyst is still
missing. First, an efficient combination of methods
solving the individual problems mentioned in Sec-
tion 2 should be chosen. The required interoper-
ability between the methods is an important issue
and research should also focus on that. Intensive
experiments with various data-sets should be carried
out, to reveal possible problems.

Another important issue that needs to be discussed
is the flexibility of such a system, as adapting to
new kinds of attacks is a necessity. Many methods

do perform well, but only after an initial training
with a labeled data-set. Training should be repeated
periodically each time with an up to date data-
set. Only in this way the system will be able to
maintain its initial performance. Additionally, new
kinds of attacks may prove the system unable to
adapt to. From this point of view, methods that do
not require training are more appropriate, as long as
their performance is satisfactory.

Almost all methods reported herein work on the
resulting alert-set and try to alter it, in order to
enhance its quality. A different approach to the prob-
lem would be to check the alert-set and accordingly
modify the configuration of the intrusion detection
system, in order to improve its future alerts. Instead
of trying to discard false positives or to aggregate
identical alerts, it would be wiser to try to expel
them from the alert-set in the first place. This would
require different implementations for different intru-
sion detection systems and it would partially solve
the problem, as all deficiencies cannot be treated
in this way. The combination of this approach with
the post-processing methods described herein could
produce interesting results.

Post-processing of alerts can improve information
about intrusions that have been detected in the first
place by the intrusion detection system. It cannot,
however, inform the analyst about an event that
has not been detected at all. Generally, intrusions
consist of sequential actions that correlate to each
other. If one of these actions is not detected by the
intrusion detection system, the missing information
could be reconstructed by studying the detected
actions. There are not many research efforts building
upon this idea.

While a lot of work has been done on the post-
processing of the alerts, there are still many open
issues or ideas to be explored for future research.
Every proposed method should be adaptable to
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future attacks; able to cooperate with other methods,
in order to be eligible for being part of a complete
solution; and general, in order to be efficient, regard-
less of the intrusion detection systems being used or
the systems being protected.
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