Investigating Invariant Item Ordering in Intelligence Tests: Mokken Scale Analysis of KBIT-2
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Abstract: The Kaufman Brief Intelligence Test – Second Edition (KBIT-2) is designed to measure verbal and nonverbal abilities in a wide range of individuals from 4 years 0 months to 90 years 11 months of age. This study examines both the advantages of using Mokken Scale Analysis (MSA) in intelligence tests and the hierarchical order of the items in the KBIT-2: Turkish form by estimating the parameters of each of the three subtests by testing the dimensionality of the KBIT-2 subtests by using the Invariant Item Ordering (IIO) assumptions. 2850 people participated in the study, including children, adolescents, and adults. Participants' ages varied from 48 months (4 years 0 months) to 539 months (44 years 11 months). Automated Item Selection Procedure (AISP) was applied for the assessment of unidimensionality under three different lower bounds as 0.30, 0.40, and 0.55. The items of all three subtests formed a unidimensional scale. Backward Item Selection (BIS) procedure detected seven items in the Matrices and 17 items in the Verbal Knowledge, while six items in the Riddles subtest violated the IIO criteria. KBIT-2: Reliability values obtained using MSA analysis show that all three subtests have a high degree of internal consistency. However, care should be taken when IIO assumptions do not fit the intelligence scales in the original form.

1. INTRODUCTION

The Kaufman Brief Intelligence Test – Second Edition (KBIT-2) is designed to measure verbal and nonverbal abilities in a wide range of individuals from 4 years 0 months to 90 years 11 months of age (Kaufman & Kaufman, 2004). The first version of the test, KBIT, consisted of only two subtests: Vocabulary and Matrices (MT). Vocabulary subtest aimed to measure crystallized intelligence with questions focusing on expressive language skills and general knowledge gained through school. It is widely accepted that the MT subtest, which includes pictures or abstract patterns, is a good indicator of fluid intelligence (such as non-verbal abilities and instant problem-solving skills) (Cole & Randall, 2003).

KBIT-2, especially the verbal section, was revised within Cattell–Horn–Carroll Theory (CHC) after a comprehensive renovation and norm adjustment study. The number of Vocabulary
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subtests in the first version was divided into two separate subtests: Verbal Knowledge (VK) and Riddles (RD). Since the test is designed to measure Verbal and Nonverbal intelligence in a wide range of ages, it is essential to start from an item likely to measure the desired latent trait for a given age group and stop the test after a varying number of consecutive incorrect responses.

Starting and discontinue rules are used in various intelligence tests to reduce the burden, shorten the testing time, and minimize error scores, which prevents respondents from answering easy questions far below their abilities (Kaufman & Kaufman, 2004; von Davier et al., 2019). To apply the starting and discontinue rule for each ability group, intelligence test batteries are designed to start with easy to difficult items consecutively for each subtest.

The Turkish Ministry of National Education standardized the test as part of the project called Empowering Special Education (ESE). KBIT-2 has been widely used to identify the children in need of special education in order to decide whether they should have that special education since it was adapted in Turkey. The test has also been of great interest in scientific studies. The validity and reliability of the KBIT-2 studies have been tested many times using item analysis, internal consistency, and split-half consistency, which are all based on the Classical Test Theory (CTT) (Atalay, 2007; Öktem, 2016; Savaşan, 2006; Uluç et al., 2015). Although the studies on CTT provide information about the test's psychometric characteristics, they have several limitations. In CTT, item characteristics such as item difficulty and item discrimination are group dependent (Hambleton et al., 1991), which means the parameter estimations of item difficulty and discrimination change when the group changes. Also, estimated errors are considered to be equal for all individuals irrespective of their intelligence levels.

1.1. Nonparametric Item Response Theory in Psychological Tests

Parametric Item Response Theory (IRT), also called 'latent trait theory,' was developed against the limitations of CTT in the test development, adaptation, and evaluation of measurement tools in education and psychology (Lord & Novick, 1968; Embretson & Reise, 2000; Hambleton et al., 1991). IRT focuses on an individual's responses to each item rather than the total scores obtained from the test.

Numerous studies have been conducted on the advantages of using IRT in developing tests for psychological structures (Embretson & Reise, 2000). Ability measures obtained from the tests designed according to IRT can be obtained independently from the sample of the items applied to the individual. When the model-data fit is achieved, IRT methods reveal more accurate items and ability parameter estimates than CTT does. (Hambleton et al., 1991). Precise parameter estimates are an essential part of intelligence test development; thus, they are so widely used and much research prefers parametric IRT methods to develop psychological structures (Robie et al., 2001; Steinberg, 1994; Waller et al., 2000).

Empirical research has suggested that the nonparametric approach should be preferred over the parametric approach, especially in psychological scales (Meijer et al., 1990; Meijer & Bancke, 2004; Reise & Waller, 2003). In contrast to the large-scale tests used in education, it is not always possible to meet the parametric IRT assumptions in the tests that measure psychological structures. In parametric IRT models, item and ability parameters are estimated with one, two, or three parameters logistic models or normal ogive models. If the unidimensionality and local independence assumption criteria are not met, the item and ability parameter estimates become uncertain. Nonparametric models are less restrictive about the shape item response functions (IRF) (Sijtsma & Van der Ark, 2017). Even though IRFs do not fit logistically as in nonparametric models, they should be in an increasing form.

In nonparametric models, individuals and items ordered according to total scores reflect a latent continuum scale (Meijer & Bancke, 2004). Also, Junker and Sijtsma (2001) state that it is more
advantageous to use the nonparametric IRT method in psychological and sociological studies when the sample size is low. One of the most known nonparametric methods is Mokken Scale Analysis (MSA), proposed by Mokken (1971).

1.2. Mokken Scale Analysis Overview

Mokken (1971), contrary to Guttman's deterministic model, developed a probabilistic nonparametric method. MSA can be used when items are in a hierarchical order to test the relationships between items and the latent ability (Sijtsma & Van der Ark, 2017). The individuals' observed scores are obtained through the sum of the scores on the original scale, while mean item scores are obtained from item scores. Mokken model uses two models to evaluate scales.

The first model is called the Monotone Homogeneity Model (MHM) (Mokken, 1971; Mokken & Lewis, 1982; Sijtsma & Molenaar, 2002; Sijtsma & Molenaar, 2016). MHM is a non-restrictive model that aims to rank individuals (Sijtsma & Van der Ark, 2017). In the MHM, there are unidimensionality, local independence, and monotonicity assumptions. The second model is called the Double Monotonicity Model (DMM). Unlike MHM, the DMM aims to rank individuals and items simultaneously. In the DMM, items are ordered using mean item scores. The equivalent of mean item scores in CTT is the item difficulty. In many intelligence tests, items are ordered from easiest to most difficult, aiming to reduce test anxiety by taking easy questions first and helping practitioners apply the starting point and discontinue rule easily. Item order must be equal for all intelligence score levels to make a fair and unbiased evaluation.

At this point, the DMM can provide a practical solution for this situation using invariant item ordering (IIO). The DMM model includes all the assumptions of the MHM model besides nonintersecting IRFs as the fourth assumption. MHM and DMM can be used for dichotomous and polytomous items (Molenaar, 1997; Sijtsma et al., 1990).

There are three different scalability coefficients: MSA item scalability coefficient ($H_i$), item-pair scalability coefficient ($H_{ij}$), and total scalability coefficient ($H$). Also, the $H$ transposed scalability coefficient ($H^T$) is used in IIO analysis to express the respondents' consistency of invariant item orders (Ligtvoet et al., 2010; Sijtsma & Meijer, 1992). All scalability coefficients can take a range of values from 0 to 1 (Wind, 2017). $H_i$ can also be defined as item discrimination (Sijtsma et al., 2011) that high $H_i$ values are a proof of a highly discriminating item. The $H_{ij}$ coefficient is an indicator of the internal consistency of each item pair. High values indicate that item pairs have high internal consistency. $H$ total scalability coefficient is known as the coefficient indicating the whole scale's quality according to Mokken model (Mokken, 1971; Molenaar & Sijtsma, 2000). The scale can be evaluated according to the $H$ coefficient. Similarly, IIO accuracy is interpreted by the $H^T$ coefficient.

1.2.1. Assumptions of the Mokken Model

There are several assumptions in Mokken models as in parametric models:

*Unidimensionality:* Unidimensionality means that a set of items in the scale or test measures only one latent trait (Straat et al., 2013; Sijtsma & Van der Ark, 2017). There are two methods to assess dimensionality. The first method is called the Automated Item Selection Procedure (AISP), which selects the highest $H_{ij}$ item pairs to ensure that they are higher than the minimal lower bound ($c$) determined by the user (Sijtsma & Van der Ark, 2017). In the next step, a third item having a positive correlation with the selected items and also having a $H_i$ value greater than both zero and $c$ values to produce the highest $H$ coefficient is selected. This process continues until certain conditions are met. If there are any unselected items, AISP follows the same process for another dimension. After creating the dimensions, if there are still unselected items, these items are marked as "non-scaling items," which cannot distinguish high and low ability
individuals and are excluded from the test or scale. The items with low discrimination do not contribute to individual ranking. Another method is called the Genetic Algorithm (GA), which defines random partitioning and evaluates each partitioning according to the specified conditions (crit statistic). This cycle repeats for all partitioning, and the best partitioning is reported when appropriate conditions are met.

Local Independence: Local independence is defined as the responses to one item that does not affect other responses when the latent variable is controlled (Nunnally, 1978; Wind, 2017; Sijtsma & Van der Ark, 2017). The conditional association procedure (CAP), proposed by Straat et al. (2016), is used to assess the local independence. CAP uses $W_1$ and $W_3$ indices to determine if the item pairs violate the local independence assumption. Straat et al. (2016) defined $W$ indices to identify locally independent item sets that each index flags suspected item by calculating particular conditional covariances.

Monotonicity: It is also known as the monotonicity of IRFs. As the ability level increases ($\theta$), the probability for a correct response to the item ($P(X_i = 1)$) does not decrease (Wind, 2017). Monotonicity can be shown graphically, as in Figure 1. There was no decrease in probability as the ability level increased in item $j$; whereas in item $i$, when the ability level increased, the probability decreased. Therefore, while item $j$ ensured the monotonicity assumption, item $i$ did not meet the monotonicity assumption. Besides graphical representation, rest scores and statistical hypothesis tests are used to evaluate monotonicity (Wind, 2017).

Figure 1. Monotonicity plots.

Invariant Item Ordering (IIO): IIO is defined as the IRFs that do not intersect for the specified item set (Sijtsma et al., 2011; Sijtsma & Van der Ark, 2017). This definition explains that the IIO assumption is satisfied, and the items are ordered from easy to difficult hierarchically. IIO can be shown graphically, as in Figure 2. Panel A, IRFs for the two items do not intersect with each other, so the IIO assumption is satisfied. Panel B illustrates intersecting IRFs that violate the IIO assumption.

Several methods evaluate IIO assumptions, including Restscore, P-matrix, and Item Splitting (Sijtsma & Molenaar, 2002; Wind, 2016, 2017). These methods evaluate rest scores and probability for a correct response through graphics. Ligtvoet et al. (2010) stated inconsistencies regarding the assumption of nonintersecting IRFs on polytomous data and encouraged researchers to use the manifest IIO (MIIO) method. Sijtsma & Van der Ark (2017) stated the advantages of using the MIIO method over previous methods. In the MIIO method, the
backward item selection (BIS) procedure removes the items which violate the IIO assumption. BIS is an iterative procedure and reestimates $H_i$ scalability coefficients after the items, causing violations from the test. If there are still items in violation, BIS keeps this process continuing until there are no violations.

**Figure 2. Intersecting and Nonintersecting IRFs.**

Ligtvoet et al. (2010) stated the advantages of using IIO in intelligence tests. Intelligence test items are administered in ascending order of item difficulty (Kaufman & Kaufman, 2004; Zhu et al., 2005). There are multiple reasons why intelligence test items are administered in a way from easy to difficult. The first reason for this practice is that respondents will succeed in the first items. Therefore, items will not negatively affect their motivation to proceed with later items to gain confidence and not feel stressed. The second reason for this practice is that since the intelligence tests are applied to various age groups, individuals in the upper age group do not get bored with questions far below their abilities, and item ordering practice shortens the testing time in terms of the usefulness of the test. Therefore, individuals in the upper age group do not take some starting items and start with specific items that better fit their age group and ability. It is assumed that the upper age group will answer the easy items correctly at the beginning. In such a practice pattern, the general assumption relies on that item difficulty orders are equal across each age group. However, since the item parameters cannot be estimated as sample independent in CTT models, the assumption that the "item difficulties are invariant" cannot be tested with distinct ability levels. However, the IIO estimations are sample independent, which provides the opportunity to test the assumption item difficulty invariance across all distinct ability levels.

Many studies apply MSA analyses to psychological scales in the literature, like personality and psychopathology scales (Chernyshenko et al., 2001; Meijer & Baneke, 2004). However, only a few studies have focused on nonparametric methods in intelligence tests (Abdelhamid et al., 2019). There is no discussion of the KBIT-2 subtest properties adapted for the original and Turkish forms. It is essential to test the psychometric properties of items using modern psychometric methods, like MSA, to check whether item orders in each subtest are consistent in the original form and the adapted one. As the item parameters, such as difficulty and discrimination, are sample dependent, person parameters are also dependent on the specific selection of items in the psychological tests. MSA can estimate the psychometric properties of the items independently from the sample, which provides practitioners to create adapted forms of the test using sample independent item parameters.
The main aim of the current study is therefore to examine both the advantages of using MSA in intelligence tests and the hierarchical order of the items in the KBIT-2: Turkish form by estimating the parameters of each of the three subtests by testing the dimensionality of the KBIT-2 subtests by using the IIO assumptions.

2. METHOD

2.1. Participants

2850 people participated in the study, including children, adolescents, and adults. Participants' ages varied from 48 months (4 years 0 months) to 539 months (44 years 11 months). The average age of the participants is \( M = 178.72 \); the standard deviation is \( SD = 103.47 \). The Turkish form of the KBIT-2 test was applied to all individuals who participated in the study. All participants were native speakers of the Turkish language. Each test was applied and evaluated by the psychologists, who had KBIT-2 training.

2.2. Instruments

KBIT-2 Turkish form was first adapted in 2014 (Atalay, 2007; Öktem, 2016; Savaşan, 2006, Uluç et al., 2015) and comprised three subtests called MT, VK, and RD that produce Verbal, Nonverbal, and IQ composite scores (\( M=100; SD= 15 \)) like the original form developed by Kaufman & Kaufman (2004). VK (60 items) and RD (48 items) subtests comprise the Verbal Standard Score, while MT (46 items) makes up the Nonverbal Standard Score (Kaufman & Kaufman, 2004). All subtests are scored dichotomously.

2.3. Data Analysis

Data analysis was performed with the R package "Mokken version: 3.0.3" (Van der Ark, 2012) in order to investigate the MHM and DMM assumptions. First, the total scalability coefficient (H) was evaluated with the conditions in which \( 0.30 \leq H < 0.40 \) indicates a weak scale, \( 0.40 \leq H < 0.50 \) indicates a medium scale, and \( H \geq 0.50 \) indicates a strong scale (Wind, 2016). \( H < 0.30 \), \( H \) indicates that the item does not fit the Mokken scale, which is also called an unscalable item. Also, item scalability coefficient and item-pair scalability coefficient were evaluated with the condition \( H_i \geq 0.30 \) and \( H_{ij} \geq 0 \), which indicate items should be selected for Mokken scaling; otherwise, items should be reviewed or excluded from the test, and item pairs should not be negative, respectively.

For unidimensionality assumption AISP, \( c \) is set to 0.30, 0.40, and 0.55. Per Element Accuracy (PEA), proposed by Hogarty et al. (2005), is used to evaluate how accurately items were allocated to scales or dimensions with following conditions: \( 0.80 < PEA \leq 0.90 \) mediocre; \( 0.90 < PEA \leq 0.95 \) adequate; \( 0.95 < PEA \leq 0.99 \) good, and \( PEA > .99 \) excellent.

For the local independence assumption, the \( W_1 \) and \( W_3 \) indices show that high values indicate item pair positively and negatively locally dependent, respectively (Sijtsma & Van der Ark, 2017). To examine each subtest's monotonicity assumption, IRF graphs, based on nonparametric regression between item scores and total scores, are obtained (Junker & Sijtsma, 2001; Sijtsma & Molenaar, 2002) and significant violations are reported.

IIO assumption is tested with BIS procedures, an iterative method, to detect items that cause violations. Wind (2016) stated that the Crit statistic, an impact size measure for item violation (Molenaar & Sijtsma, 2000), is also used in some studies to identify which items violate IIO assumptions. Items indicate no serious violations if \( Crit < 40 \); minor violation if \( 40 \leq Crit \leq 80 \), and significant violations if \( Crit > 80 \). However, Crișan et al. (2019) suggested that Crit has failed to discriminate fitting and misfitting items for IIO. BIS procedure overcomes this problem using the iterative procedure by removing an item from the scale even though the Crit statistic is lower than 40. In this study, items that violate IIO assumptions were determined.
using the BIS procedure. Furthermore, $H_T$ coefficients are reported to provide information about the accuracy of IIO based on the following criteria: Item orderings show high accuracy if $H_T \geq 0.50$; medium accuracy if $0.40 \leq H_T < 0.50$; low accuracy if $0.30 \leq H_T < 0.40$, and item orderings are inaccurate if $H_T < 0.30$.

Finally, to assess the reliability of the scale, lambda-2 statistics (Sijtsma, 2009), Molenaar-Sjitma coefficient (Sijtsma & Molenaar, 2002), and latent class reliability coefficient (LCRC) are reported (Van der Ark et al., 2011).

### 3. RESULTS

Table 1 provides an overview of the descriptive summaries of the KBIT-2: Turkish form administration. Table 1 shows the minimum and maximum mean score values similar for all subtests except for RD, which has the most challenging item mean score of 0.04. The skewness and kurtosis values are also included in Table 1 in order to interpret the normality assumption, which can be considered acceptable to prove normal univariate distribution. Three reliability coefficients (alpha, split-half, and test-retest) were also estimated and reported. The reliability coefficients of all three subtests were estimated above .90, which shows that the test reliability is high. This finding implies that KBIT-2: Turkish form shows high reliability on each subtest based on CTT.

<table>
<thead>
<tr>
<th>Subtest</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>S</th>
<th>K</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrices</td>
<td>48</td>
<td>0.031-0.992</td>
<td>0.09-0.50</td>
<td>-0.54-0.99</td>
<td>0.95-0.96-0.93</td>
<td></td>
</tr>
<tr>
<td>Verbal Knowledge</td>
<td>60</td>
<td>0.030-0.995</td>
<td>0.07-0.49</td>
<td>-0.53-0.45</td>
<td>0.96-0.97-0.94</td>
<td></td>
</tr>
<tr>
<td>Riddles</td>
<td>46</td>
<td>0.004-0.993</td>
<td>0.06-0.50</td>
<td>0.20-0.32</td>
<td>0.93-0.95-0.91</td>
<td></td>
</tr>
</tbody>
</table>

$N=$ number of items; $SD=$ standard deviation; $S=$ skewness; $K=$ kurtosis; $\alpha=$ Cronbach’s alpha coefficient

### 3.2. MSA Results

This section summarizes the results from KBIT-2: Turkish form data in which the scalability coefficients from the subtests were estimated according to the MHM and the DMM assumptions. The estimated coefficients were then compared based on the evaluation criteria mentioned earlier to address the research questions in this present study. MHM and DMM results are discussed, respectively:

Table 2 presents the MHM outputs for all three subtests, along with the number of total violations and PEA estimates. The total scalability ($H$) coefficient was achieved for the criteria $H > 0.5$, which indicates all three subtests formed a strong Mokken scale. Also, item scalability coefficients for each subtest succeeded in satisfying $H_i > 0.30$ criterion, indicating that all items fit for Mokken scaling, and no item was excluded from the test. For MT, VK, and RD subtests, item scalability coefficients ranged between 0.50 to 0.88. Finally, item-pair scalability coefficients ($H_{ij}$) were all above the minimum value zero, while the lowest $H_{ij}$ value was estimated as 0.59 for the VK subtest.

Table 2 also shows the effect of varying minimal lower bound values (0.30, 0.40, and 0.55) and PEA values for AISP on the assessment of dimensionality. Results indicate that PEA values estimated from various lower bounds provide consistent information about the test dimensionality. For MT and RD (with $c = 0.30$ and 0.40), PEA is excellent; and for the rest, PEA is good for allocating items into the dimensions. Considering the PEA measures for
various conditions, the items can form a single scale in each subtest, which is interpreted as all three subtests that are unidimensional.

For each subtest, the conditional association procedure indices $W_1$ and $W_3$ did not flag any items, which indicates all item pairs are locally independent. Thus, it was concluded that all three subtests ensured the local independence assumption.

The probability of a correct response to the question was calculated by creating rest score groups according to their ability levels with the help of IRF graphics to test the monotonicity assumption in MHM analyses. When the analysis results in Table 2 are examined, it can be seen that only the 27th item in the Verbal Knowledge subtest created one violation, however it was not marked as significant. In this respect, it can be said that the monotonicity assumption is ensured for all three subtests. Furthermore, IRF outputs provided strong evidence of monotonicity for all items in all three subtests.

In summary, MHM results indicate that the monotonicity, local independence, and unidimensionality assumptions held for each of the KBIT-2 subtests and PEA values provided consistent estimates on dimensionality assessment.

### Table 2. Summary of Scalability Coefficients and Per Element Accuracy Values for the Kaufman Brief Intelligence Test-2: Turkish Form Subtests.

<table>
<thead>
<tr>
<th></th>
<th>$N$</th>
<th>$H$</th>
<th>$H_i$</th>
<th>$H_{ij}$</th>
<th>$#\Sigma vi$</th>
<th>$#\Sigma sigvi$</th>
<th>PEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrices</td>
<td>48</td>
<td>0.74</td>
<td>0.61-0.88</td>
<td>0.67-0.89</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>Verbal Knowledge</td>
<td>60</td>
<td>0.69</td>
<td>0.50-0.86</td>
<td>0.59-0.90</td>
<td>1</td>
<td>0</td>
<td>0.98</td>
</tr>
<tr>
<td>Riddles</td>
<td>46</td>
<td>0.64</td>
<td>0.54-0.83</td>
<td>0.67-0.90</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
</tr>
</tbody>
</table>

$\#\Sigma vi = total \ number \ of \ violations; \ #\Sigma sigvi = total \ number \ of \ significant \ violations; \ PEA = per \ element \ accuracy$

The KBIT-2 data were tested with the MIIO method to identify the items that violated the invariant ordering for each subtest. The BIS procedure, which eliminates the lowest scalability item, was used to remove items violating the IIO. Subsequently, the HT coefficient was estimated for selected items in each subtest to check the accuracy of the IIO. The IIO assumption results were solely summarized for the removed items determined by the BIS procedure in Table 3, which shows the number of significant violations for the IIO and crit statistics along with the mean score, item scalability coefficient, and the number of significant violations for monotonicity.

As shown in Table 3, although Molenaar & Sijtsma (2000) suggest that items for which the Crit statistic was estimated below 40 can be considered as not seriously violating items and can be safely included in any Mokken scale, the BIS procedure excluded the items regardless of Crit statistic. The BIS procedure detected seven items (9, 15, 18, 23, 28, 30, and 36) for the MT, seventeen items (19, 21, 22, 23, 24, 25, 27, 28, 32, 33, 34, 37, 42, 43, 44, 46, and 50) for the VK and six items (14, 15, 16, 19, 21, and 22) for the RD that violated the invariant ordering. Figure 3 demonstrates a graphical illustration of items that violated the IIO and nonintersecting IRF assumptions. As shown in Figure 3, Items 9 and 15 for MT, Items 34 and 37 for VK, and Items 21 and 22 for RD were graphically shown as intersecting IRFs that violated the IIO assumption.
### Table 3. Summary of Invariant Item Ordering Results for the Kaufman Brief Intelligence Test-2: Turkish Form Subtests.

<table>
<thead>
<tr>
<th>Item#</th>
<th>M</th>
<th>SD</th>
<th>$H_i$</th>
<th>se</th>
<th>#sigvi</th>
<th>MIO</th>
<th>#sigvi</th>
<th>crit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.90</td>
<td>0.30</td>
<td>0.71</td>
<td>0.02</td>
<td>0</td>
<td>2</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.90</td>
<td>0.30</td>
<td>0.62</td>
<td>0.02</td>
<td>0</td>
<td>5</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.78</td>
<td>0.41</td>
<td>0.73</td>
<td>0.01</td>
<td>0</td>
<td>6</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.78</td>
<td>0.42</td>
<td>0.88</td>
<td>0.01</td>
<td>0</td>
<td>10</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.49</td>
<td>0.50</td>
<td>0.67</td>
<td>0.01</td>
<td>0</td>
<td>3</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.42</td>
<td>0.49</td>
<td>0.67</td>
<td>0.01</td>
<td>0</td>
<td>4</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>0.21</td>
<td>0.40</td>
<td>0.70</td>
<td>0.01</td>
<td>0</td>
<td>2</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Verbal Knowledge</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.82</td>
<td>0.39</td>
<td>0.76</td>
<td>0.01</td>
<td>0</td>
<td>5</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.80</td>
<td>0.40</td>
<td>0.70</td>
<td>0.02</td>
<td>0</td>
<td>10</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.80</td>
<td>0.40</td>
<td>0.77</td>
<td>0.01</td>
<td>0</td>
<td>4</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0.73</td>
<td>0.44</td>
<td>0.70</td>
<td>0.01</td>
<td>0</td>
<td>14</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.74</td>
<td>0.44</td>
<td>0.72</td>
<td>0.01</td>
<td>0</td>
<td>7</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.61</td>
<td>0.49</td>
<td>0.50</td>
<td>0.02</td>
<td>0</td>
<td>30</td>
<td>189</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>0.72</td>
<td>0.45</td>
<td>0.65</td>
<td>0.02</td>
<td>0</td>
<td>13</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.73</td>
<td>0.44</td>
<td>0.70</td>
<td>0.01</td>
<td>0</td>
<td>10</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.60</td>
<td>0.49</td>
<td>0.68</td>
<td>0.01</td>
<td>0</td>
<td>6</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0.49</td>
<td>0.50</td>
<td>0.62</td>
<td>0.01</td>
<td>0</td>
<td>3</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>0.56</td>
<td>0.50</td>
<td>0.64</td>
<td>0.01</td>
<td>0</td>
<td>11</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>0.56</td>
<td>0.50</td>
<td>0.62</td>
<td>0.01</td>
<td>0</td>
<td>12</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>0.37</td>
<td>0.48</td>
<td>0.62</td>
<td>0.01</td>
<td>0</td>
<td>2</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>0.28</td>
<td>0.45</td>
<td>0.64</td>
<td>0.01</td>
<td>0</td>
<td>5</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>0.26</td>
<td>0.44</td>
<td>0.56</td>
<td>0.01</td>
<td>0</td>
<td>9</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>0.24</td>
<td>0.43</td>
<td>0.62</td>
<td>0.01</td>
<td>0</td>
<td>3</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.16</td>
<td>0.36</td>
<td>0.58</td>
<td>0.01</td>
<td>0</td>
<td>2</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Riddles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.83</td>
<td>0.38</td>
<td>0.63</td>
<td>0.02</td>
<td>0</td>
<td>6</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.71</td>
<td>0.45</td>
<td>0.72</td>
<td>0.02</td>
<td>0</td>
<td>1</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.55</td>
<td>0.50</td>
<td>0.55</td>
<td>0.02</td>
<td>0</td>
<td>7</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.49</td>
<td>0.50</td>
<td>0.60</td>
<td>0.01</td>
<td>0</td>
<td>2</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.43</td>
<td>0.50</td>
<td>0.54</td>
<td>0.01</td>
<td>0</td>
<td>8</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.45</td>
<td>0.50</td>
<td>0.67</td>
<td>0.01</td>
<td>0</td>
<td>6</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>

*Item#= deleted item number; Mean= mean item score; #sigvi = number of significant violations; Crit= critical value for model violations*
Figure 3. Example violations of the IIO assumption for Matrices (M), Verbal Knowledge (VK), and Riddles (R) Subtests.

Table 4 summarizes the $H_T$ statistics and reliability estimates for Mokken analysis. $H_T$ values for the MT, the VK, and the RD subtests were found as .88, .91, and .91, respectively, which indicated sufficient item ordering accuracy for the subtests. Finally, Table 4 also provides reliability estimates that MS ranging from .95 to .97; $\lambda_2$ ranging from .94 to .96 and LRCR ranging from .96 to .97 that revealed high reliability for each subtest.

According to Wind (2017), items that violate the MHM and DMM assumptions should be removed from the data matrix. If possible, it is recommended to revise items accompanied by content experts and practitioners. After revising or removing items, it is recommended to readminister the updated test items before additional analyses are conducted. Even though updated test items were not readministered in this study, the total scalability coefficient for updated test items is also estimated and reported in Table 4, namely $H_{ad}$ (after deleted). The main reason for reestimating the total scalability coefficient is to predict how the test might behave when the specified items are removed from the test. It is highly recommended to interpret the $H$ coefficient differences after real data application.

Table 4. Summary of Double Monotonicity Model and Reliability Statistics for the Kaufman Brief Intelligence Test-2: Turkish Form Subtests.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>$H_{ad}$</th>
<th>$H_T$</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MS $\lambda_2$ LRCR</td>
</tr>
<tr>
<td>Matrices</td>
<td>48</td>
<td>.75 (.01)</td>
<td>.88</td>
<td>.97 .96 .97</td>
</tr>
<tr>
<td>Verbal Knowledge</td>
<td>60</td>
<td>.74 (.05)</td>
<td>.91</td>
<td>.97 .96 .97</td>
</tr>
<tr>
<td>Riddles</td>
<td>46</td>
<td>.66 (.02)</td>
<td>.91</td>
<td>.95 .94 .96</td>
</tr>
</tbody>
</table>

$H_{ad} =$ Total scalability coefficient after items deleted (the difference between the previous $H$ coefficient); $H_T =$ transpose $H$; MS = Molenaar–Sijtsma coefficient; $\lambda_2 =$ lambda-2 coefficient; LRCR = latent class reliability coefficient

4. DISCUSSION and CONCLUSION

This study aimed to demonstrate MSA’s fundamental principle, including how MHM and DMM can be applied to intelligence tests that aim to rank individuals according to latent ability. It also investigates the psychometric properties of KBIT-2 subtests using modern theoretical approaches rather than CTT, making it possible to spot the differences in ordering items and persons between the KBIT-2: Turkish and the standard version. A detailed assessment of
dimensionality and Invariant Item Ordering (IIO) assumptions were also examined by the KBIT-2 subtests.

Overall, the KBIT-2 test showed robust psychometric specifications on monotonicity, scalability, and local independence. However, IIO results reported items with significant violations. Regarding the IIO results, results lead practitioners to use the KBIT-2 test cautiously. The findings of the study suggested that MHM fit well to all items of the subtests without creating a significant violation. Item scalability coefficients provided sufficient estimates in which all values range between 0.50 to 0.88. Thus, it can be concluded that the sum score of correct responses for each subtest is a good indicator of the latent ability for ordering individuals. Thus, it can be stated that individuals with a higher level of intelligence would score higher for each subtest. Regarding the subscales, Matrices, Verbal Knowledge, and Riddles showed strong Mokken scalability that the $H$ coefficient was estimated as above 0.74, 0.69, and 0.64, respectively. $H$ coefficients provide support that sum scores for the KBIT-2 subtests are able to order persons based on their intelligence abilities.

AISP is used to evaluate unidimensionality assumptions. While determining the number of Mokken scales in the data, the AISP procedure was replicated separately for 0.30, 0.40, and 0.55 lower bounds. Correct partitioning ratios of the items were interpreted using PEA values that ranged from adequately to excellent for various lower bound conditions. Comparison of the PEA findings with various lower bounds confirms that the total score of each of the KBIT-2 subtests fits the unidimensionality assumption that total scores represent an individual's intelligence level for each subtest. As no significant differences were found in PEA estimations, scalability coefficients for 0.30 lower bound criteria were taken as reference.

$W_1$ and $W_3$ indexes flagged no item pairs likely to be positively or negatively local dependent. However, significant violations for the IIO appeared to be tempting to remove items for each three subtests. Abdelhamid et al. (2019) provided an IIO analysis and discussed the importance of testing invariant items in an adult intelligence test, called WAIS, using the BIS procedure. In detecting violating items, the results of the MIIO method for dichotomous items were reported. For KBIT-2 data, the BIS procedure detected seven items for the MT, seventeen for the VK, and six items for the RD that violated the invariant ordering.

In the literature, MSA is applied to evaluate the psychometric quality of tests in psychology, education, and health research (Meijer & Banneke, 2004; Meijer et al., 2011; Watson et al., 2008; Wind, 2017). The MHM and the DMM results demonstrated how an item order affects an intelligence test results even if there was no problem detected in classical analysis. The findings also indicated that IIO provided consistent predictions about item order and item/person order for various ability levels, mainly if the sample ranges from young to adults for KBIT-2 test. It is therefore likely that an item that violates should be removed from the test to better estimate intelligence levels. This finding, while preliminary, suggests that it is essential for the intelligence test that item orders must show the same sequence for each ability level to create accurate norms. As Meijer and Egberink (2012) stated, if the items are not ordered the same way for all ability levels, scores may differ when evaluating the expected symptoms. These findings are in line with the study of Ligtvoet et al. (2010), which states that test constructors assume items to be easy for each respondent, but it is not easy to prove this assumption empirically.

4.1. Limitations and Recommendations

The generalizability of these results is subject to certain limitations. The most important limitation lies in the fact that even though some of the psychometric properties of an intelligence test were estimated satisfactory, IIO assumption was not supported. KBIT-2 test was originally conceptualized as an intelligence test that test takers respond to items in an increasing difficulty
order. Empirical support for this assumption is not provided due to the items that violate invariant ordering. As Ligtvoet et al. (2010) stated empirical evidence should be tested to make interpretations. Another limitation of this study is that the GA procedure was not applied for dimensionality assumption due to the large sample size and the number of items. Abdelhamid et al. (2019) investigated the differential impact of GA estimation on adult intelligence scales and provided satisfactory results. This study only used the AISP method to investigate unidimensionality (Sijtsma & Van der Ark, 2017).

An additional uncontrolled factor is the possibility that the age range of the sample which might cause peculiarities in IIO assumptions. Current findings must be considered for each age norm with regard to a representative sample size.

For the future adaptations of KBIT-2, MHM and DMM analyses are recommended to examine the psychometric properties of the test. In addition to KBIT data, it is also recommended that MSA can be used for various intelligence tests such as Wechsler Individual Achievement Test (WAIT), Woodcock-Johnson (WJ), and Wechsler Intelligence Scale for Children (WISC). Moreover, MSA can also be used for different psychological tests, consisting of a starting and discontinue rule, such as Vineland Adaptive Behaviour Scales.
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