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1. INTRODUCTION AND NOTATION

This paper is devoted to some aspects of the Korovkin approximation theory which has
been deeply studied in the last decades and is concerned with the approximation of operators
between cones of Hausdorff continuous set-valued functions. It is partially a survey of pre-
ceding results but contains also some new results which completes the analysis carried out in
the following sections. My attention to this topic was pointed out and strongly encouraged by
Professor Francesco Altomare throughout many discussions on the pioneristic work by Keimel
and Roth [13, 14]. Some important consequences are also concerned with Korovkin approxi-
mation theory in spaces of continuous real functions and also in this case we shall give some
new contributions.

The paper is organized as follows. Section 2 is devoted to classical results together with some
new results strictly connected to the classical theory. In Section 3, we consider a particular class
of linear operators, the so-called convexity monotone operators, which allow to point out how
the analysis of set-valued functions is strictly connected with that one of vector-valued func-
tions. We shall state some consequences of the results in Section 4 and in the same section we
shall state some new results concerning the Korovkin approximation of vector-valued func-
tions which generalize some recent results obtained in the space C([0, 1]). We can also state
further developments concerning Korovkin approximation of set-valued functions.

In the following sections, we shall denote by B the closed unit ball with center 0 in Rd (d ≥ 1)
and by e1, . . . , ed the canonical base of Rd. Moreover, K(Rd) will denote the cone of all non-
empty compact convex subsets of Rd endowed with the natural addition and multiplication by
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positive scalars. In K(Rd), we consider the Hausdorff distance

dH(A,B) := inf{ε > 0 | A ⊂ B + ε · B, B ⊂ A+ ε · B}.
IfX is an Hausdorff topological space, we shall deal with the coneC(X,K(Rd)) of all Hausdorff
continuous set-valued functions; hence, f ∈ C(X,K(Rd)) if and only if for every x0 ∈ X and
ε > 0, there exists a neighborhood U of x0 such that f(x) ⊂ f(x0)+ε ·B and f(x0) ⊂ f(x)+ε ·B
whenever x ∈ U . The space C(X,K(Rd)) is naturally ordered by inclusion, that is

f ≤ g ⇔ ∀x ∈ X : f(x) ⊂ g(x)

whenever f, g ∈ C(X,K(Rd)). An operator T : C(X,K(Rd))→ C(X,K(Rd)) is called linear if it
preserves addition and multiplication by positive scalars and is called monotone if it preserves
inclusions. If ϕ ∈ C(X,Rd), it will be useful to denote by {ϕ} the set-valued function (in
C(X,K(Rd))) defined by setting {ϕ}(x) = {ϕ(x)} for every x ∈ X . Moreover, if ϕ1, . . . , ϕn ∈
C(X,Rd) are set-valued functions onX , we can consider the set-valued function co(ϕ1, . . . , ϕn)
defined by

co(ϕ1, . . . , ϕn)(x) = co(ϕ1(x), . . . , ϕn(x))

for every x ∈ X , where co(ϕ1(x), . . . , ϕn(x)) denotes the convex hull of ϕ1(x), . . . , ϕn(x). More-
over, if f ∈ C(X,K(Rd)), we shall denote by Sel(f) the convex subset ofC(X,K(Rd)) consisting
of all continuous selections of f . It is well-known that (see e.g. [13, Lemma 4.1. and Theorem
3.2] or [4, Proposition 1.1])

f =
⋃

ϕ∈Sel(f)

{ϕ}

for every f ∈ C(X,K(Rd)), that is f(x) =
⋃
ϕ∈Sel(f){ϕ(x)} for every x ∈ X .

2. SOME CLASSICAL RESULTS

The starting point is the extension of the classical Korovkin theorem to the setting of Haus-
dorff continuous set-valued functions. We recall that a subset M of C(X,R) is called a Korovkin
system inC(X,R) if whenever (Ti)

≤
i∈I is an equicontinuous net of positive linear operators from

C(X,R) into itself satisfying the condition lim≤i∈I Ti(ϕ) = ϕ for every ϕ ∈ M , we also have
lim≤i∈I Ti(ψ) = ψ for every ψ ∈ C(X,R). If the limit operator is not the identity operator but
a linear positive operator T : C(X,R) → C(X,R), we shall say that M is called a T -Korovkin
system (or a Korovkin system for T ) in C(X,R). In the space C(X,K(Rd)), we have a similar
definition (see [13, 4]). Namely, let C be a subcone of C(X,K(Rd)); a subset H of C is called a
Korovkin system in C if for every equicontinuous net (Li)

≤
i∈I of linear monotone operators from

C into itself satisfying lim≤i∈I Li(h) = h for every h ∈ H , we also have lim≤i∈I Li(f) = f for
every f ∈ C. Also in this case, we shall call H a L-Korovkin system (or a Korovkin system for
L) in C in the case where the limit operator is not the identity operator but a continuous linear
monotone operator L : C → C. The existence of Korovkin systems in C(X,Rd) has been widely
studied and a complete treatment can be found in [1, 2]. In despite of this, we do not have a
complete analysis of Korovkin systems inC(X,K(Rd)) and our aim is to add some contribution
to this topic. First of all, an extension of Korovkin systems to the case of set-valued functions
was obtained by Keimel and Roth in [13] and can be stated as follows.

Theorem 2.1. ([13, Theorem 3.1]) Let X be a compact Hausdorff topological space and let M be a
Korovkin system of positive functions in C(X,R). Then, the subset consisting of all the functions f · B
(for every x ∈ X : f · B(x) := f(x) · B) and the constant functions B, e1, . . . , ed, is a Korovkin system
in C(X,K(Rd)).



On the Korovkin-type approximation of set-valued continuous functions 121

It follows in particular that the functions

x 7→ B, x 7→ x · B, x 7→ x2 · B

form a Korovkin system in C(X,K(R)). A refinement of this result has been obtained in [4] in
terms of upper and lower envelopes.

Theorem 2.2. ([4, Theorem 2.2]) LetX be a compact Hausdorff topological space and letH be a subset
of C(X,K(Rd)). Assume that there exists a Korovkin system of positive functions M in C(X,R) such
that, for every ϕ ∈M , x0 ∈ X and ε > 0,

(ϕ(x0) + ε) · B =
⋃

f∈H,f≤(ϕ+ε)·B

f(x0) =
⋂

f∈H,(ϕ+ε)·B≤f

f(x0).

Then, H is a Korovkin system in C(X,K(Rd)).

The assumptions in Theorem 2.1 ensure that for every ϕ ∈ M and ε > 0, the function
(ϕ + ε) · B ∈ H and hence the assumptions in Theorem 2.2 are trivially satisfied. Therefore,
Theorem 2.2 generalizes Theorem 2.1. A more meaningful extension of the preceding results
can be found in [5] in a more general setting and even in the case where the limit operator is
not necessarily the identity operator. In this regard, we recall the following result obtained in
[5, Theorem 2.4 and Corollary 2.5].

Theorem 2.3. ([5, Theorem 2.4]) Let X be a compact Hausdorff topological space, C a subcone of
C(X,K(Rd)) containing the single-valued functions and L : C → C a continuous monotone linear
operator satisfying the following conditions:

a) For every ϕ ∈ C(X,Rd), L({ϕ}) is single-valued;
b) For every f ∈ C and x ∈ X :

L(f)(x) =
⋃

ϕ∈Sel(f)

L({ϕ})(x).

Let H be a subset of C such that, for every f ∈ C, x0 ∈ X and ε > 0, there exists h ∈ H satisfying the
following conditions:

(2.1) f ≤ h, L(h)(x0) ⊂ L(f)(x0) + ε · B.

Then, H is a Korovkin system for L in C.

As observed in [5, Remark 2.6], if H contains the constant set-valued functions, then condi-
tion (2.1) can be weakened with the following condition

(2.2) f ≤ h+ ε · B, L(h)(x0) ⊂ L(f)(x0) + ε · B.

Obviously, the identity operator I : C → C satisfies conditions a) and b) of Theorem 2.3. Theo-
rems 2.2 and 2.3 hold also if we replaceK(Rd) withK(E), whereE is a Fréchet space. However,
in the setting of finite dimensional spaces, we can add the following new criteria for Korovkin
systems for the identity operator.

Theorem 2.4. Let (X,σ) be a compact metric space, C a subcone of C(X,K(Rd)) and H a subset of C
which contains the functions

x 7→ K + λσ(x, x0) · B
whenever K ∈ K(Rd), x0 ∈ X and λ ≥ 0 (in particular, H contains the constant functions). Then, H
is a Korovkin system in C.
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Proof. Let f ∈ C and x0 ∈ X . Since f is Hausdorff continuous and X is compact, we can find
M > 0 such that, for every x ∈ X , f(x) ⊂ f(x0) + M · B. Now, let ε > 0; from the Hausdorff
continuity of f , we can find δ > 0 such that, for every x ∈ X satisfying σ(x, x0) ≤ δ, we have
f(x) ⊂ f(x0) + ε

2 · B. Now, consider the function h : X → K(Rd) defined by setting, for every
x ∈ X ,

h(x) := f(x0) +
ε

2
· B +

σ(x, x0)

δ
· B.

The function h is obviously Hausdorff continuous and our assumptions ensure that h ∈ H ⊂ C.
Now, we show that f ≤ h. Indeed, if σ(x, x0) ≤ δ, we have

f(x) ⊂ f(x0) +
ε

2
· B ⊂ h(x)

and similarly, if σ(x, x0) > δ, we have

f(x) ⊂ f(x0) +M · B ⊂ f(x0) +
ε

2
· B +

σ(x, x0)

δ
· B = h(x).

Finally, we obviously have
h(x0) = f(x0) +

ε

2
· B.

Hence, the subset H satisfies the assumptions in Theorem 2.3 and therefore is a Korovkin sys-
tem in C. �

The proof of the following result is similar by considering the function k : X → K(Rd)
defined by setting, for every x ∈ X ,

k(x) := f(x0) +
ε

2
· B +

σ(x, x0)2

δ2
· B

in place of h. We omit the details for the sake of brevity.

Theorem 2.5. Let (X,σ) be a compact metric space, C a subcone of C(X,K(Rd)) and H a subset of C
which contains the functions

x 7→ K + λσ(x, x0)2 · B
whenever K ∈ K(Rd), x0 ∈ X and λ ≥ 0. Then, H is a Korovkin system in C.

As a particular case, we can state the preceding Theorems 2.4 and 2.5 in the case where X is
a compact subset of R.

Corollary 2.1. Let X be a compact subset of R, C a subcone of C(X,K(Rd)) and H a subset of C which
contains the functions

x 7→ K + λ |x− x0| · B
(or alternatively, contains the functions

x 7→ K + λ (x− x0)2 · B )

whenever K ∈ K(Rd), x0 ∈ X and λ ≥ 0 (in particular, H contains the constant functions). Then, H
is a Korovkin system in C.

In particular, if X = [0, 1] and d = 1, we obtain that the subcone H of C([0, 1],K(R)) contain-
ing the functions

x 7→ (λ+ µ|x− x0|) · [−1, 1]

for every x0 ∈ [0, 1], is a Korovkin system in C([0, 1],K(R)). In the alternative formulation, we
have to require that the functions

x 7→ (λ+ µ(x− x0)2) · [−1, 1], x0 ∈ [0, 1],
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belong to H , and hence we find the classical Korovkin system in C([0, 1],K(R)) consisting of
the functions

x 7→ B, x 7→ x · B, x 7→ x2 · B.
We conclude this section with the following result which generalizes Theorem 2.3. It has been
established in [8, Theorem 1.3] only in the particular case of the identity operator. Here, we
give a proof in the general case.

Theorem 2.6. LetX be a compact Hausdorff topological space, C a subcone ofC(X,K(Rd)) containing
the set

C(X,R)⊗K(Rd) := {ϕ ·A | ϕ ∈ C(X,Rd), A ∈ K(Rd)}
and L : C → C a continuous monotone linear operator. If H is a subset of C such that, for every f ∈ C,
x0 ∈ X and ε > 0, there exist h1, . . . , hm ∈ H such that

f ≤ hj , j = 1, . . . ,m ,

m⋂
j=1

L(hj)(x0) ⊂ L(f)(x0) + ε · B,

then H is a Korovkin set for L in C.

Proof. Let (Li)i∈I be an equicontinuous net of convexity monotone linear operators such that
lim≤i∈I Li(h) = L(h) for every h ∈ H . Let f ∈ C.
First step. Assume that f = {ϕ}with ϕ ∈ C(X,Rd). Let ε > 0 and x0 ∈ X . The assumptions on
H ensure the existence of h1, . . . , hm ∈ H such that

f ≤ hj , j = 1, . . . ,m ,

m⋂
j=1

L(hj)(x0) ⊂ L(f)(x0) +
ε

4
· B.

Since L(f) and each L(hj), j = 1, . . . ,m are Hausdorff continuous at x0, there exists a neigh-
borhood U of x0 such that, for every x ∈ U ,

L(f)(x0) ⊂ L(f)(x) +
ε

4
· B , L(hj)(x) ⊂ L(hj)(x0) +

ε

4
· B , j = 1, . . . ,m.

Hence, for every x ∈ U , we have
m⋂
j=1

L(hj)(x) ⊂
m⋂
j=1

L(hj)(x0) +
ε

4
· B ⊂ L(f)(x0) +

ε

2
· B ⊂ L(f)(x) +

3ε

4
· B.

Since lim≤i∈I Li(hj) = L(hj) for every j = 1, . . . ,m, there exists α ∈ I such that, for every i ∈ I ,
i ≥ α, j = 1 . . . ,m and x ∈ X ,

Li(hj)(x) ⊂ L(hj)(x) +
ε

4
· B , L(hj)(x) ⊂ Li(hj)(x) +

ε

4
· B.

It follows, for every i ∈ I , i ≥ α, j = 1 . . . ,m and x ∈ U ,

Li(f)(x) ⊂ Li(hj)(x) ⊂ L(hj)(x) +
ε

4
· B

and hence

Li(f)(x) ⊂
m⋂
j=1

L(hj)(x) +
ε

4
· B ⊂ L(f)(x) + ε · B.

Since X is compact, we can deduce the existence of β ∈ I such that Li(f)(x) ⊂ L(f)(x) + ε · B
for every i ∈ I , i ≥ β. Since f is single-valued, we have also L(f)(x) ⊂ Li(f)(x) + ε · B for
every i ∈ I , i ≥ β and the proof is complete in this case.
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Second step. Assume that f = ϕ · A with ϕ ∈ C(X,R) and A ∈ K(Rd). Let ε > 0 and x0 ∈ X .
Since A is compact, there exist y1, . . . , yp ∈ A such that

f(x0) = ϕ(x0) ·A ⊂
p⋃
s=1

ϕ(x0) ·
(
{ys}+

ε

4
· B
)

for every s = 1, . . . , p, we consider the set-valued function gs = {ϕ · ys} which satisfies gs ≤ f .
From the assumptions on H , there exist of h1, . . . , hm ∈ H such that

f ≤ hj , j = 1, . . . ,m ,

m⋂
j=1

L(hj)(x0) ⊂ L(f)(x0) +
ε

4
· B.

Since L(f) and each L(gs), s = 1, . . . , p and L(hj), j = 1, . . . ,m are Hausdorff continuous at x0,
we can apply the same argument of the first step and obtain a neighborhood U of x0 such that,
for every x ∈ U ,

L(f)(x) ⊂
p⋃
s=1

L(gs)(x) +
3ε

4
· B ,

m⋂
j=1

L(hj)(x) ⊂ L(f)(x) +
3ε

4
· B.

For every s = 1, . . . , p, the function gs is single-valued and therefore the net (Li(gs))i∈I con-
verges to L(gs). Moreover, lim≤i∈I Li(hj) = L(hj) for every j = 1, . . . ,m and therefore we can
find α ∈ I such that, for every i ∈ I , i ≥ α, s = 1, . . . , p, j = 1, . . . ,m and x ∈ X ,

Li(hj)(x) ⊂ L(hj)(x) +
ε

4
· B , L(gs)(x) ⊂ Li(gs)(x) +

ε

4
· B ⊂ Li(f)(x) +

ε

4
· B.

It follows, for every i ∈ I , i ≥ α, j = 1, . . . ,m and x ∈ U ,

L(f)(x) ⊂
p⋃
s=1

L(gs)(x) +
3ε

4
· B ⊂ Li(f)(x) + ε · B.

Similarly, since Li(f)(x) ⊂ Li(hj)(x) ⊂ L(hj) + 3ε
4 · B, we have

Li(f)(x) ⊂
m⋂
j=1

L(hj)(x) +
ε

4
· B ⊂ L(f)(x) + ε · B.

Since X is compact, we can conclude the proof as in the first step.
Third step. Let f ∈ C. From [8, Lemma 1.2], for every ε > 0, we can find ϕ1, . . . , ϕp ∈ C(X,R)
and A1, . . . , Ap ∈ K(Rd) such that

f ≤
p∑
s=1

ϕs ·As + ε · B ,
p∑
s=1

ϕs ·As + ε · B ≤ f,

and from the second step we easily obtain the convergence of (Li(f))i∈I to L(f) also in this
case. �

3. CONVEXITY MONOTONE OPERATORS AND KOROVKIN APPROXIMATION OF
VECTOR-VALUED FUNCTIONS

Korovkin approximation of set-valued functions is strictly related to Korovkin approxima-
tion of single vector-valued functions. In this section, we consider a particular class of set-
valued and vector-valued operators which will allow us to state some applications of the re-
sults in Section 2 concerning vector-valued functions and conversely to deepen the analysis of
set-valued function in the next section. First of all, let X be a Hausdorff compact topological
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space and let T : C(X,Rd) → C(X,Rd) a linear operator. We recall that T is called a convex-
ity monotone operator if it satisfies the following property, for every ϕ1, ϕ2 ∈ C(X,Rd) having
disjoint graphs

(3.3) ϕ ∈ co(ϕ1, ϕ2) ⇒ T (ϕ) ∈ co(T (ϕ1), T (ϕ2)).

A simple equivalent formulation of the preceding definition states that T is convexity mono-
tone if and only if for every ϕ,ϕ1 ∈ C(X,Rd) such that ϕ1(x) 6= 0 for every x ∈ X , we have
(see [9, Proposition 2.4])

ϕ ∈ co(0, ϕ1) ⇒ T (ϕ) ∈ co(0, T (ϕ1)).

The convexity monotone property generalizes that of positive operator in the case d = 1. In
this regard, different notions have been introduced with the same aim. In [16], Nishishiraho
introduced the quasi-positive operators; namely a linear operator T : C(X,Rd) → C(X,Rd) is
said to be quasi positive if, for every ϕ,ψ ∈ C(X,R) such that |ϕ| ≤ ψ, we have

‖T (ϕ · y)(x)‖ ≤ ‖T (ψ · y)(x)‖
for every x ∈ X and y ∈ Rd. The connections between convexity monotone and quasi posi-
tive operators have been investigated in [7, 9]. In general, convexity monotone operators are
quasi-positive operators ([9, Proposition 2.6]); in the case d = 1, we have the following charac-
terization [7, Proposition 2.5].

Proposition 3.1. LetX a connected compact Hausdorff topological space and T : C(X,R)→ C(X,R)
a continuous linear operator. Then, the following statements are equivalent:

a) T is convexity monotone.
b) T is quasi-positive.
c) There exist two closed subsets X+

T and X−T of X such that X = X+
T ∪X

−
T and

ϕ ∈ C(X,R), ϕ ≥ 0 ⇒ T (ϕ) ≥ 0 on X+
T , T (ϕ) ≤ 0 on X−T .

d) There exist two closed subsets X+
T and X−T of X such that X = X+

T ∪X
−
T and

ϕ,ψ ∈ C(X,R), ϕ ≤ ψ ⇒ T (ϕ) ≤ T (ψ) on X+
T , T (ϕ) ≥ T (ψ) on X−T .

If T : C(X,R) → C(X,R) is convexity monotone, the two subsets X+
T and X−T provided in

c) and d) of the preceding proposition are given by

X+
T := {x ∈ X | L(1)(x) ≥ 0} , X−T := {x ∈ X | L(1)(x) ≤ 0}.

We observe that if x ∈ X+
T ∩ X

−
T , we have necessarily T (ξ)(x) = 0 for every ξ ∈ C([0, 1],R).

Condition c) in Proposition 3.1 has been used in [10] in order to extend the results in [12, 15]
to sequences of convexity monotone operators (not necessarily positive) in the space C([0, 1]).
Our aim is a more general extension in the case where X is not necessarily the interval [0, 1].
Classical examples of convexity monotone operators T : C([a, b])→ C([a, b]) which are not pos-
itive are integral operators T (ξ)(x) :=

∫ x
x0
ξ with x0 ∈]a, b[ (in this case X+

T = [a, x0] and X−T =

[x0, b]). The notion of convexity monotone operator introduced in [5, 6] for operators in spaces
of vector-valued functions can be also considered for operators in the setting of set-valued
functions. Namely, a continuous monotone linear operator L : C(X,K(Rd))→ C(X,K(Rd)) is
said to be convexity monotone if it satisfies the condition

(3.4) ϕ ∈ co(ϕ1, ϕ2) ⇒ L({ϕ}) ⊂ co(L({ϕ1}), L({ϕ2}))
for every ϕ1, ϕ2 ∈ C(X,Rd) having disjoint graphs. The preceding condition is equivalent to
the following, for every ϕ ∈ C(X,Rd),

L(co(0, ϕ)) ⊂ co(0, L({ϕ})).
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We begin by stating some results obtained in [6, 7, 8]. We recall that ϕ1, . . . , ϕn are affinely
independent if, for every x ∈ X , we have

λ1, . . . , λn ∈ [0, 1],

n∑
i=1

λi = 0,

n∑
i=1

λiϕi(x) = 0 ⇒ λ1 = 0, . . . , λn = 0.

If C is a subcone of C(X,K(Rd)) and L : C → C is a convexity monotone linear continuous
operator, a subset H of C is called a Korovkin system in C with respect to convexity monotone opera-
tors for L if for every equicontinuous net (Li)

≤
i∈I of convexity monotone linear operators from

C into itself satifying lim≤i∈I Li(h) = L(h) for every h ∈ H , we also have lim≤i∈I Li(f) = L(f)

for every f ∈ C. Similarly, a subset M of C(X,Rd) is called a Korovkin system in C(X,Rd)
with respect to convexity monotone operators for a convexity monotone linear continuous operator
T : C(X,Rd)→ C(X,Rd) if for every equicontinuous net (Ti)

≤
i∈I of convexity monotone linear

operators fromC(X,Rd) into itself satifying lim≤i∈I Ti(ϕ) = T (ϕ) for every ϕ ∈M , we also have
lim≤i∈I Ti(ϕ) = T (ϕ) for every ϕ ∈ C(X,Rd).

Theorem 3.7. ([7, Theorem 2.6]) Let X be a connected compact Hausdorff topological space, T :
C(X,Rd) → C(X,Rd) a convexity monotone linear operator and M a subset of C(X,Rd) such that,
for every ϕ ∈ C(X,Rd), x0 ∈ X and ε > 0, there exist affinely independent functions ϕ1, . . . , ϕm ∈
C(X,Rd) satisfying the following conditions

ϕ ∈ co(ϕ1, . . . , ϕm),

co(T (ϕ1)(x0), . . . , T (ϕm)(x0)) ⊂ T (ϕ)(x0) + ε · B.
Then, M is a Korovkin system in C(X,Rd) for T with respect to convexity monotone operators.

We state some consequences of the preceding result. In the case d = 1, the following result
generalizes a classical property of Korovkin systems obtained by Berens and Lorentz [3] in the
case of the identity operator and by Ferguson and Rusk [11] in the case of positive operators
(see also [1, Chapter 3]).

Corollary 3.2. ([7, Corollaries 2.8]) Let X be a connected compact Hausdorff topological space, T :
C(X,R) → C(X,R) a convexity monotone linear operator and M a subset of C(X,R) such that, for
every ϕ ∈ C(X,R), x0 ∈ X and ε > 0, there exist ψ, χ ∈ C(X,R) satisfying the following conditions

ψ ≤ ϕ ≤ χ, |T (χ)(x0)− T (ψ)(x0)| ≤ ε.

Then, M is a Korovkin system in C(X,R) for T with respect to convexity monotone operators.

In the particular case where T is the identity operator, we have the following further conse-
quences.

Corollary 3.3. ([7, Corollaries 2.7, 2.9] and [8, Corollary 3.3]) Let X be a connected compact Haus-
dorff topological space and Γ a Korovkin set in C(X,R). Then, the following subsets of C(X,Rd):

M1 := {ϕ · y | ϕ ∈ Γ, y ∈ Rd},

M2 := {(δi,1ϕ, . . . , δi,dϕ) | i = 1, . . . , d, ϕ ∈ Γ}
(δi,j denotes as usual the Kronecker symbol) are Korovkin systems in C(X,Rd) for the identity operator
with respect to convexity monotone operators.

The next result is a set-valued version of Theorem 3.7.
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Theorem 3.8. Let X be a connected compact Hausdorff topological space, C a subcone of C(X,K(Rd))
containing the single-valued continuous functions and the constant function 1 · B and L : C → C a
convexity monotone continuous linear operator satisfying conditions a) and b) of Theorem 2.3. Let H be
a subset of C containing the function B and such that, for every f ∈ C, x0 ∈ X and ε > 0, there exist
affinely independent functions ϕ1, . . . , ϕm ∈ C(X,Rd) satisfying the following conditions

f ≤ co(ϕ1, . . . , ϕm) (i.e., ∀ x ∈ X : f(x) ⊂ co(ϕ1(x), . . . , ϕm(x)))

and
co(L({ϕ1})(x0), . . . , L({ϕm})(x0)) ⊂ L({ϕ})(x0) + ε · B.

Then, H is a Korovkin system in C for L with respect to convexity monotone operators.

Proof. Let (Li)i∈I be an equicontinuous net of convexity monotone linear operators converging
to L(h) for every h ∈ H . First, we show that if ϕ1, . . . , ϕm are affinely independent functions in
C(X,Rd), then

lim
i∈I
≤Li(co(ϕ1, . . . , ϕm)) = L(co(ϕ1, . . . , ϕm)).

Let ε > 0; since (Li(B))i∈I converges to L(B), we can find M ≥ 1 such that

Li(1 · B) ⊂M · B , L(1 · B) ⊂M · B.
For every x ∈ X , the set co(ϕ1(x), . . . , ϕm(x)) is compact and therefore there exist λ(s) :=
(λ1(s), . . . , λm(s)), s = 1, . . . , p, such that λj(s) ≥ 0 for every j = 1, . . . ,m and

∑p
j=1 λj(s) = 1

for every s = 1, . . . , p and further

co(ϕ1(x), . . . , ϕm(x)) ⊂
p⋃
s=1

 m∑
j=1

λj(s){ϕj(x)}+
ε

2M
· B

 .

Since X is compact, the preceding formula can be extended to every x ∈ X . From The-
orem 3.7, we have the convergence of (Li({ϕ}))i∈I to L({ϕ}) for every ϕ ∈ C(X,Rd) and
consequently the nets

(∑m
j=1 λj(s)Li({ϕj})

)
i∈I

converge to
∑m
j=1 λj(s)L({ϕj}) for every s =

1, . . . , p. Hence, we can find α ∈ I such that, for every i ∈ I , i ≥ α and s = 1, . . . , p,
m∑
j=1

λj(s)L({ϕj}) ⊂
m∑
j=1

λj(s)Li({ϕj}) +
ε

2
· B,

m∑
j=1

λj(s)Li({ϕj}) ⊂
m∑
j=1

λj(s)L({ϕj}) +
ε

2
· B.

It follows, for every i ∈ I , i ≥ α,

L(co(ϕ1, . . . , ϕm)) ⊂
p⋃
s=1

 m∑
j=1

λj(s)L({ϕj}) + L
( ε

2M
· B
)

⊂
p⋃
s=1

 m∑
j=1

λj(s)L({ϕj}) +
ε

2
· B


⊂

p⋃
s=1

 m∑
j=1

λj(s)Li({ϕj}) + ε · B


⊂ Li(co(ϕ1, . . . , ϕm)) + ε · B,
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and conversely

Li(co(ϕ1, . . . , ϕm)) ⊂
p⋃
s=1

 m∑
j=1

λj(s)Li({ϕj}) + Li

( ε

2M
· B
)

⊂
p⋃
s=1

 m∑
j=1

λj(s)Li({ϕj}) +
ε

2
· B


⊂

p⋃
s=1

 m∑
j=1

λj(s)L({ϕj}) + ε · B


⊂ L(co(ϕ1, . . . , ϕm)) + ε · B.

Hence, the net (Li(co(ϕ1, . . . , ϕm)))i∈I converges to L(co(ϕ1, . . . , ϕm)). At this point, we ob-
serve that the set

{co(ϕ1, . . . , ϕm) | ϕ1, . . . , ϕm affinely independent in C(X,Rn)}
satisfies condition (2.1) in Theorem 2.3; hence we can proceed just as in the proof of Theorem
2.3 in order to show the convergence of (Li(f))i∈I to L(f) for every f ∈ C and this completes
the proof. �

4. FURTHER DEVELOPMENTS ON THE APPROXIMATION OF SET-VALUED FUNCTIONS

In this section, we consider some recent developments of Korovkin approximation theory in
the case where the existence of the limit operator is not assigned. The following results have
been established in [10] in the case X = [0, 1]. Here, we consider the more general setting of
metric spaces. Let (X,σ) be a compact metric space. Functions in C(X,K(Rd)) can be approxi-
mated by functions in C(X,Rd), as shown in the following lemma.

Lemma 4.1. Let f ∈ C(X,K(Rd)). Then, for every ε > 0, there exist ϕ1, . . . , ϕm ∈ Sel(f) such that,
for every x ∈ X ,

(4.5) f(x) ⊂
m⋃
i=1

({ϕi(x)}+ ε ·B) .

Proof. The proof follows the same line of that of [10, Lemma 2.1], but for the sake of complete-
ness we give some details. Let ε > 0 and x0 ∈ X . From the compactness of f(x0), we can find
y1, . . . , ym ∈ f(x0) such that

f(x0) ⊂
m⋃
i=1

(
{yi}+

ε

3
·B
)
.

Moreover, from [5, Proposition 1.1], we can find ϕ1, . . . , ϕm ∈ Sel(f) such that ϕi(x0) = yi for
every i = 1, . . . ,m. Since f and ϕ1, . . . , ϕm are continuous, there exists δ > 0 such that

f(x) ⊂ f(x0) +
ε

3
·B , ‖ϕi(x)− ϕi(x0)‖ ≤ ε

3
,

for every x ∈ X such that σ(x, x0) < δ and i = 1, . . . ,m. Hence, for every x ∈ X such that
σ(x, x0) < δ,

f(x) ⊂ f(x0) +
ε

3
·B ⊂

m⋃
i=1

(
{ϕi(x0)}+

2ε

3
·B
)
⊂

m⋃
i=1

({ϕi(x)}+ ε ·B) .

At this point, from a compactness argument on X , we obtain the proof. �
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We observe that if ϕ1, . . . , ϕm ∈ C(X,Rd), then the set-valued function co(ϕ1, . . . , ϕm) ∈
C(X,K(Rd)) and since f takes convex values, (4.5) can be written as

(4.6) co(ϕ1, . . . , ϕm) ≤ f ≤ co(ϕ1, . . . , ϕm) + ε ·B.

In the following proposition, we state some general properties of continuous monotone linear
operators on C(X,K(Rd)). We only sketch the proof since it is similar to that of [10, Proposition
2.2].

Proposition 4.2. Let L : C(X,K(Rd))→ C(X,K(Rd)) be a continuous monotone linear operator on
C(X,K(Rd)). Then,

(i) L({0}) = {0} and consequently L maps single-valued continuous functions into single-valued
continuous functions, i.e., for every ϕ ∈ C(X,Rd) there exists ψ ∈ C(X,Rd) such that
L({ϕ}) = {ψ}.

(ii) If f ∈ C(X,K(Rd)), then

(4.7) L(f) =
⋃

ϕ∈Sel(f)

L({ϕ}) =
⋃

ϕ1,...,ϕm∈Sel(f)

L(co(ϕ1, . . . , ϕm)),

i.e.,

L(f)(x) =
⋃

ϕ∈Sel(f)

L({ϕ})(x) =
⋃

ϕ1,...,ϕm∈Sel(f)

L(co(ϕ1, . . . , ϕm))(x)

for every x ∈ X .

Proof. Obviously {0} ⊂ L({0}) and moreover L({0}) = L({0}) + L({0}); hence L({0}) = {0}.
Now, let ϕ ∈ C(X,Rd), x ∈ X and y, z ∈ {ϕ}(x). From [4, Proposition 1.1], we can find
ψ1, ψ2 ∈ Sel(L({ϕ})) such that ψ1(x) = y and ψ2(x) = z. The linearity of L yields z − y =
ψ2(x)− ψ1(x) ∈ L({ϕ}) +L({−ϕ}) = L({0}) = {0} and therefore y = z. Thus, L({ϕ}) must be
single-valued. As regards to the proof of the first equality in (4.7), the monotonicity property of
L yields the inequality

⋃
ϕ∈Sel(f) L({ϕ}) ≤ L(f) and since L(f)(x) is closed for every x ∈ [0, 1],

we get
⋃
ϕ∈Sel(f) L({ϕ})(x) ≤ L(f)(x). In order to show the converse inequality, first observe

that since L is continuous and takes compact values on the compact space X , there exists α > 0
such that L(e0 ·B) ≤ α ·B. If ε > 0, from Lemma 4.1, there exist ϕ1, . . . , ϕm ∈ Sel(f) such that,
for every x ∈ [0, 1],

f(x) ⊂
m⋃
i=1

({ϕi(x)}+ ε ·B) =

(
m⋃
i=1

{ϕi(x)}

)
+ ε ·B ⊂ co(ϕ1, . . . , ϕm)(x) + ε ·B.

From the monotonicity property of f , we obtain

L(co(ϕ1, . . . , ϕm)) ≤ L(f) ≤ L(co(ϕ1, . . . , ϕm)) + εα ·B.

Since co(ϕ1, . . . , ϕm) ⊂
⋃
ϕ∈Sel(f) L({ϕ}), we have that the uniform distance between L(f) and⋃

ϕ∈Sel(f) L({ϕ}) is less or equal to αε. From the arbitrarily of ε > 0, this distance must be 0.
Hence, the first equality in (4.7) is valid. Finally, the second equality is a consequence of the
following inclusions⋃

ϕ∈Sel(f)

L({ϕ})(x) ⊂
⋃

ϕ1,...,ϕm∈Sel(f)

L(co(ϕ1, . . . , ϕm))(x) ⊂ L(f)(x)

which are obviously true for every x ∈ X . �
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The preceding Proposition 4.2 allows us to associate a single-valued bounded linear operator
to every set-valued continuous monotone linear operator. This result has been established in
[10, Lemma 2.3] in the particular case X = [0, 1], while here we consider the general case.

Lemma 4.2. Let L : C(X,K(Rd)) → C(X,K(Rd)) be a continuous monotone linear operator. Then,
there exists a bounded linear operator TL : C(X,Rd) → C(X,Rd) such that, for every ϕ ∈ C(X,Rd)
and x ∈ X ,

(4.8) {TL(ϕ)(x)} = L({ϕ})(x).

Moreover, if L : C(X,K(Rd)) is convexity monotone, then the operator TL is itself convexity monotone.

The proof is at all similar to that of [10, Lemma 2.3] and therefore we omit the details. We
only point out that the operator TL : C(X,Rd) → C(X,Rd) is defined by setting, for every
ϕ ∈ C(X,Rd) and x ∈ X , TL(ϕ)(x) as the unique element of L({ϕ})(x). Conversely, if T :
C(X,Rd)→ C(X,Rd) is a bounded linear operator satisfying (3.3), we can define the operator
LT : C(X,K(Rd))→ C(X,K(Rd)) by setting, for every f ∈ C(X,K(Rd)) and x ∈ X ,

(4.9) LT (f)(x) =
⋃

ϕ∈Sel(f)

{T (ϕ)(x)}.

In [5, Proposition 1.5], it has been shown that LT (f)(x) is a convex compact subset of Rd and
LT (f) is continuous and hence LT is well-defined; moreover it has also been shown that LT
is a continuous monotone linear operator and satisfies the condition of convexity monotonic-
ity. Now, we are in a position to state the main results of this section which generalizes the
Korovkin-type approximation of vector-valued and set-valued functions to the case where the
limit operator is not assigned. Some results in this setting have been obtained in [12, 15] and
more recently in [10, Theorems 1.1, 1.2 and 2.4]. All the preceding results have been established
in the case X = [0, 1], while we consider here a non trivial extension to the multivariable case.
For the sake of simplicity, we consider the case where X is a compact convex subset of R2. We
begin with the case of vector-valued continuous functions by considering first the case of real
valued functions and then the general case.

Theorem 4.9. Let X be a convex compact subset of R2 and let (Tn)n∈N be a sequence of continuous
linear operators on C(X,R) satisfying condition (3.3) and assume that

(i) The sequence (Tn(pr2i ))n∈N, i = 1, 2, converges to a real continuous function hi ∈ C(X,R)
(pri denotes the canonical projection (x1, x2) 7→ xi of R2 onto R).

(ii) The sequence (|Tn(ξ)(x, y)|)n∈N is nonincreasing with respect to n for any convex function
ξ ∈ C(X,R) and (x, y) ∈ X .

Then, there exists a continuous linear operator T : C(X,R)→ C(X,R) satisfying condition (3.3) and
such that limn→+∞ Tn(ξ)(x, y) = T (ξ)(x, y) for every ξ ∈ C(X,R) and uniformly with respect to
(x, y) ∈ X .

Proof. We observe that the sequence (Tn(ξ))n∈N is constant in n for every linear function ξ and
therefore converges to a function T (ξ) = T0(ξ); in particular (Tn(1))n∈N converges to T (1) and
(Tn(pri))n∈N converges to T (pri), i = 1, 2. Now, let X+ := {(x, y) ∈ X | T (1)(x, y) ≥ 0} and
X− := {(x, y) ∈ X | T (1)(x, y) ≤ 0} and, for every n ∈ N, X+

n := {(x, y) ∈ X | Tn(1)(x, y) ≥ 0}
and X−n := {(x, y) ∈ X | Tn(1)(x, y) ≤ 0}. First, we observe that the sequence (Tn)n∈N is
equibounded. Indeed, if ξ ∈ C(X,R) is positive and ‖ξ‖ ≤ 1, we have ξ ∈ co(0, 1) and from
(3.3) it follows Tn(ξ) ∈ co(0, Tn(1)) for every n ∈ N. This yields 0 ≤ Tn(ξ)(x, y) ≤ Tn(1)(x, y)
for every (x, y) ∈ X+

n and Tn(1)(x, y) ≤ Tn(ξ)(x, y) ≤ 0 for every (x, y) ∈ X−n and therefore
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‖Tn(ξ)‖ ≤ ‖Tn(1)‖. If ξ is not positive, we apply the above argument to ξ+ and ξ− and we
easily obtain ‖Tn(ξ)‖ = ‖Tn(ξ+)− Tn(ξ−)‖ ≤ ‖Tn(ξ+)‖+ ‖Tn(ξ−)‖ ≤ 2‖Tn(1)‖. Thus

sup
n∈N
‖Tn‖ ≤ 2 sup

n∈N
‖Tn(T∞(1))‖ < +∞.

Hence, the sequence (Tn)n∈N is equibounded and therefore it is enough to show the conver-
gence of the sequence (Tn(ξ))n∈N for every ξ ∈ C2(X,R). Let ξ ∈ C2(X,R) and consider the
two functions

γ±(x, y) := a(x2 + y2)± ξ(x, y) , (x, y) ∈ X,

where

a := max


∥∥∥∥ ∂2ξ∂x2

∥∥∥∥ ,∥∥∥∥∂2ξ∂y2

∥∥∥∥ ,
√√√√1

2

(∥∥∥∥∥
(
∂2ξ

∂x2

)2

+

(
∂2ξ

∂x2

)2

+

(
∂2ξ

∂x∂y

)2

− ∂2ξ

∂x2
∂2ξ

∂y2

∥∥∥∥∥
) .

We have, for every (x, y) ∈ X ,

∂2γ±
∂x2

(x, y) = 2a± ∂2ξ

∂x2
(x, y),

∂2γ±
∂y2

(x, y) = 2a± ∂2ξ

∂y2
(x, y),

∂2γ±
∂x∂y

(x, y) = ± ∂2ξ

∂x∂y
(x, y),

and therefore ∂2γ±
∂x2 ≥ 0 and

∂2γ±
∂x2

∂2γ±
∂y2

−
(
∂2γ±
∂x∂y

)2

=

(
2a± ∂2ξ

∂x2

)(
2a± ∂2ξ

∂y2

)
−
(
∂2ξ

∂x∂y

)2

=4a2 ± 2a

(
∂2ξ

∂x2
+
∂2ξ

∂y2

)
+
∂2ξ

∂x2
∂2ξ

∂y2
−
(
∂2ξ

∂x∂y

)2

=a2 ± 2a
∂2ξ

∂x2
+

(
∂2ξ

∂x2

)2

+a2 ± 2a
∂2ξ

∂y2
+

(
∂2ξ

∂y2

)2

+2a2 +
∂2ξ

∂x2
∂2ξ

∂y2
−
(
∂2ξ

∂x∂y

)2

−
(
∂2ξ

∂x2

)2

−
(
∂2ξ

∂y2

)2

=

(
a± ∂2ξ

∂x2

)2

+

(
a± ∂2ξ

∂y2

)2

+2a2 +
∂2ξ

∂x2
∂2ξ

∂y2
−
(
∂2ξ

∂x∂y

)2

−
(
∂2ξ

∂x2

)2

−
(
∂2ξ

∂y2

)2

≥0.

Hence, the functions γ± are convex and from assumption (ii), it follows that the sequences
(|Tn(γ±)(x, y)|)n∈N are nonincreasing in n for every (x, y) ∈ X . Let (x, y) ∈ X ; if T (1)(x, y) >
0, we have (x, y) ∈ X+ and moreover, taking into account that the sequence (Tn(1))n∈N is
constant, we also have (x, y) ∈ X+

n for every n ∈ N. Hence, for every n, p ∈ N, we have
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Tn(γ±)(x, y)− Tn+p(γ±)(x, y) ≥ 0, i = 1, 2 and consequently

|(Tn − Tn+p)(ξ)(x, y)| ≤‖ξ‖ (Tn − Tn+p)(1)(x, y) + a (Tn − Tn+p)(pr21)(x, y)

+a (Tn − Tn+p)(pr22)(x, y)

=a
(
(Tn − Tn+p)(pr21)(x, y) + (Tn − Tn+p)(pr22)(x, y)

)
,

which ensures that the sequence (Tn(ξ)(x, y))n∈N is a Cauchy sequence. We get the same re-
sult if T (1)(x, y) < 0 using the fact that (x, y) ∈ X− and (x, y) ∈ X−n for every n ∈ N. Fi-
nally, assume that T (1)(x, y) = 0, that is limn→+∞ Tn(1)(x, y) = 0; if ξ is positive, we have
ξ ∈ co(0, ‖ξ‖ 1) and from Proposition 3.1, it follows 0 ≤ Tn(ξ)(x, y) ≤ ‖ξ‖Tn(1)(x, y) for ev-
ery n ∈ N; hence we have limn→+∞ Tn(ξ)(x, y) = 0. If ξ is not positive, it is enough to
apply the previous argument to the positive and negative part of ξ. Thus, we have shown
that (Tn(ξ)(x, y))n∈N is a Cauchy sequence for every (x, y) ∈ X . A straightforward compact
argument on X yields that (Tn(ξ))n∈N is a Cauchy sequence in C(X,R) and therefore it con-
verges. Hence, we have obtained the existence of the limit operator T : C(X,R)→ C(X,R). If
(x, y) ∈ X+ \ X−, we have T (1)(x, y) > 0 and the above argument shows that T (ξ)(x, y) ≥ 0
for every positive ξ ∈ C(X,R); analogously if (x, y) ∈ X− \ X+, we have T (1)(x, y) < 0 and
T (ξ)(x, y) ≤ 0 for every positive ξ ∈ C(X,R). If (x, y) ∈ X+ ∩ X−, we have T (1)(x, y) = 0
and we have shown that in this case T (ξ)(x, y) = 0 for every positive ξ ∈ C(X,R). Hence, T
satisfies condition c) in Proposition 3.1. �

A quantitative estimate of the convergence can be easily obtained by applying the same
arguments in [10, (3)] (see also the proof of [15, Theorem 1.2]) to the cases (x, y) ∈ X+ and
(x, y) ∈ X−. We omit the details for the sake of brevity. As an immediate consequence of
Theorem 4.9, we can state the following result concerning the convergence of sequences of
vector-valued functions. As usual, we shall denote by ej = (δij)i=1,2, j = 1, 2, the canonical
basis of R2 and by 〈·, ·〉 the scalar product in R2.

Theorem 4.10. Let X be a convex compact subset of R2 and let (Tn)n∈N be a sequence of continuous
linear operators on C(X,R2) satisfying condition (3.3) and assume that

(i) The sequence (Tn(pr2i · ej))n∈N, i = 1, 2, converges to a vector-valued continuous function
hi ∈ C(X,R2).

(ii) The sequence (‖Tn(ϕ)(x, y)‖)n∈N is nonincreasing with respect to n for any function ϕ ∈
C(X,R2) having convex components and (x, y) ∈ X .

Then, there exists a continuous linear operator T : C(X,R2)→ C(X,R2) satisfying (3.3) and such that
limn→+∞ Tn(ϕ)(x, y) = T (ϕ)(x, y) for every ϕ ∈ C(X,R2) uniformly with respect to (x, y) ∈ X .

Proof. The proof follows the same line of [10, Theorem 1.2]. For every j, k = 1, 2 and n ∈ N,
consider the operator Tj,k,n : C(X,R)→ C(X,R) defined by setting

(4.10) Tj,k,n(ξ)(x, y) := 〈Tn(ξ · ej)(x, y), ek〉
whenever ξ ∈ C(X,R) and (x, y) ∈ X . Then, the sequence (Tj,k,n)n∈N satisfies all assumptions
of Theorem 4.9 and consequently if strongly converges to an operator Tj,k : C(X,R)→ C(X,R)
satisfying (3.3). Now, consider the operator T : C(X,R2) → C(X,R2) defined by setting, for
every ϕ ∈ C(X,R2) and (x, y) ∈ X ,

T (ϕ)(x, y) := (T1,1(ϕ1)(x, y) + T2,1(ϕ2)(x, y), T1,2(ϕ1)(x, y) + T2,2(ϕ2)(x, y)) ,

where ϕj := 〈ϕ, ej〉, j = 1, 2, denotes the function ϕj(x, y) = 〈ϕ(x, y), ej〉, (x, y) ∈ X . Then,
from (4.10), it follows that the sequence (Tn)n∈N converges strongly to T and this also implies
that T is convexity monotone; indeed (3.3) is satisfied by each Tn and passing to the limit at
every point (x, y) ∈ X it is also satisfied by T . �
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Finally, we state the corresponding result for set-valued continuous functions.

Theorem 4.11. Let (Ln)n∈N be a sequence of continuous monotone linear operators on C(X,K(R2))
satisfying condition (3.4) and assume that

(i) The sequence (Ln({pr2i · ej})n∈N, i, j = 1, 2, converges to a set-valued continuous function
hi,j ∈ C(X,R2).

(ii) For every j, k = 1, 2, the sequence (|〈ηn,j(x, y), ek〉|)n∈N is nonincreasing whenever ξ ∈
C(X,R) is a convex function, (x, y) ∈ X and ηn,j ∈ C(X,R2) is such that Ln({ξ · ej})(x) =
{ηn,j(x)}.

(ii) The sequence (|Tn(ϕ)(x, y)|)n∈N is nonincreasing with respect to n for any function ϕ ∈
C(X,R2) having convex components and (x, y) ∈ X .

Then, there exists a continuous monotone linear operator L : C(X,K(R2))→ C(X,K(R2)) such that
limn→+∞ Ln(f)(x, y) = L(f)(x, y) for every f ∈ C(X,K(R2)) uniformly with respect to (x, y) ∈ X .

Proof. Also in this case the proof follows the same line of [10, Theorem 2.4]. For every n ∈ N,
consider the operator Tn := TLn

defined as in (4.8). From Lemma 4.2, the sequence (Tn)n∈N
satisfies the assumptions in Theorem 4.10 and therefore there exists a continuous linear oper-
ator T : C(X,R2) → C(X,R2) satisfying condition (3.3) and such that limn→+∞ Tn(ϕ) = T (ϕ)
for every ϕ ∈ C(X,R2). From (4.9), we can define the continuous monotone linear operator
L := LT : C(X,K(R2)) → C(X,K(R2)). First, we observe that the sequence (Ln(1 · B))n∈N is
equibounded. Indeed, 1 · B ⊂ co(δkj1 · ej ; k, j = 1, 2) and since every Ln is convexity mono-
tone, we have Ln(1 · B) ⊂ co(δkjLn({1 · ej}), k, j = 1, 2; from assumption (i), the sequence
(Ln({1 · ej}))n∈N converges to {h0,j} for every j = 1, 2 and therefore there exists M > 0 such
that Ln(1 · B) ⊂M · B. Now, we show that for every ϕ1, . . . , ϕm ∈ C([0, 1],R2),

(4.11) lim
n→+∞

Ln(co(ϕ1, . . . , ϕm)) = co(L({ϕ1}), . . . , L({ϕm})).

Indeed, for every j = 1, . . . ,m we know that limn→+∞ Ln({ϕj}) = L({ϕj}) (i.e., for the associ-
ated operators, limn→+∞ Tn(ϕj) = T (ϕj)) and therefore, if ε > 0, there exists ν ∈ N such that
‖Tn(ϕj)− T (ϕj)‖ ≤ ε whenever n ≥ ν. It follows, for every n ≥ ν,

co(Ln({ϕ1}), . . . , Ln({ϕm})) ⊂ co(L({ϕ1}), . . . , L({ϕm})) + ε ·B,
co(L({ϕ1}), . . . , L({ϕm})) ⊂ co(Ln({ϕ1}), . . . , Ln({ϕm})) + ε ·B.(4.12)

Indeed, if ϕ(x, y) :=
∑m
j=1 λj(x, y)Tn(ϕj)(x, y) with λj(x, y) ≥ 0 and

∑m
j=1 λj(x, y) = 1, we can

write

ϕ(x, y) :=

m∑
j=1

λj(x, y)T (ϕj)(x, y) +

m∑
j=1

λj(x, y)(Tn(ϕj)(x, y)− T (ϕj)(x, y))

and since ‖Tn(ϕj)(x, y)− T (ϕj)(x, y)‖ ≤ ε, we obtain ϕ ∈ co(L({ϕ1}), . . . , L({ϕm})) + ε · B;
the second inclusion in (4.12) is similar. From (4.12) and taking into account that every Ln and
L are convexity monotone, (4.11) follows. Finally, let f ∈ C(X,K(R2)) and fix ε > 0. From
Lemma 4.1 and (4.6), there exist ϕ1, . . . , ϕm ∈ Sel(f) such that

co(ϕ1, . . . , ϕm) ≤ f ≤ co(ϕ1, . . . , ϕm) + ε ·B.

Every Ln is convexity monotone and therefore

co(Ln({ϕ1}), . . . , Ln({ϕm})) ≤ Ln(f) ≤ co(Ln({ϕ1}), . . . , Ln({ϕm})) + εM ·B.

Since ε is arbitrarily chosen, from (4.11), we can conclude that limn→+∞ Ln(f) = L(f). �
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Many sequences of set-valued operators are obtained from their analogs in the single-valued
setting. In this sense, the assumptions in Theorem 4.11 are quite natural since allow to obtain
the convergence in the set-valued setting from the same assumptions in the single-valued set-
ting.
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