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Abstract  
In this study, the success of different satellite images and classification approaches in land cover (LC) 
classification were compared. A total of six satellite images, including two passive (Landsat 8 OLI (L8) and 
Sentinel-2 (S2)) satellite images and four fused satellite images from active (Sentinel-1(S1)-VH and VV 
polarization) and passive satellite images (L8-S1-VH, L8-S1-VV, S2-S1-VH and S2-S1-VV) were used in the 
classification in the study. For this purpose, L8, S2, L8-S1-VH, L8-S1-VV, S2-S1-VH and S2-S1-VV satellite 
images were classified according to three ((Maximum Likelihood Classification (MLC), Support Vector Machine 
(SVM) and Artificial Neural Networks (ANN)) different image classification approaches using the forest cover 
types map as gorund data. The results obtained from classification methods were evaluated based on overall 
accuracies (OA) and kappa coefficients (KC). When the classification successes obtained from the three 
classification methods are evaluated, it was observed that the KC ranged from 0.66 to 0.95 and the OA ranged 
from 76.82% to 96.67. The results indicated that the highest OA was displayed by MLC (ranged 85.33% to 
96.67%), closely followed by SVM (ranged 80.11% to 91.93%), and finally ANN (ranged 76.82% to 89.92%). In 
addition, a comparison of classification performance using three utilized classification algorithms was performed. 
The S1-VH; S1-VV and, S2 and L8 fused images classified with an MLC algorithm produce the most accurate 
LC map, indicating an OA of 92.00%, 94.00%, 96.67%, 93.33% and a KC of 0.90, 0.93, 0.95, 0.92 for S2 and 
L8, respectively. Thus, it can be concluded that fused of satellite images improve the accuracies of LC 
classification. 
 
Keywords: Land cover classes, maximum likelihood classification, support vector machine, artificial neural 
networks, remote sensing data. 
 
Multispektral ve Birleştirilmiş Uydu Görüntüleri Kullanılarak Arazi 
Örtüsü Sınıflandırılmasında Farklı Sınıflandırma Yaklaşımlarının 
Karşılaştırılması: Ören Orman İşletme Şefliği Örneği 
 
Öz 
Bu çalışmada, arazi örtüsünün sınıflandırılmasında farklı uydu görüntüleri ve sınıflandırma yaklaşımlarının 
başarıları karşılaştırılmıştır. Çalışmada iki pasif (Landsat 8 OLI (L8) ve Sentinel-2 (S2)) uydu görüntüsü ile 
birlikte aktif (Sentinel-1 (S1)-VH ve VV polarizasyonlu) ve pasif uydu görüntülerinin birleştirilmesiyle elde 
edilmiş (L8-S1-VH, L8-S1-VV, S2-S1-VH ve S2-S1-VV) dört uydu görüntüsü olmak üzere toplam altı uydu 
görüntüsü sınıflandırmada kullanılmıştır. Bu amaçla, L8, S2, L8-S1-VH, L8-S1-VV, S2-S1-VH ve S2-S1-VV 
uydu görüntüleri yersel veri olarak meşcere tipleri haritası kullanılarak üç farklı görüntü sınıflandırma 
((maksimum olasılık sınıflandırması (MOS), Destek Vektör Makineleri (DVM) ve Yapay Sinir Ağları (YSA)) 
yaklaşımına göre sınıflandrılmıştır.Üç sınıflandırma metodundan elde edilen sınıflandırma başarıları 
değerlendirildiğinde, Kappa Katsayı (KK)’nın 0,66 ile 0,95, Genel Doğruluğun (GD) ise %76,82 ile 96,67 
arasında değiştiği görülmüştür. En yüksek GD'nın MOS ile (%85,33 ile %96,67 arasında), sonra DVM (%80,11 
ile %91,93 arasında) ve son olarak YSA (%76,82 ile %89,92 arasında) olduğunu görülmüştür. Bununla birlikte, 
kullanılan üç sınıflandırma yaklaşımının başarıları karşılaştırılmıştır. Birleştirilmiş S2-S1-VH, S2-S1-VV, L8-
S1-VH ve L8-S1-VV uydu görüntüleri ile MOS sınıflandırma yaklaşımında sırasıyla en iyi GD (92.00%, 
94.00%, 96.67%, 93.33) ve KK (0.90, 0.93, 0.95, 0.92) değerleri sırasıyla elde edilmiştir. Elde edilen sonuçlar 
değerlendirildiğinde, birleştirilmiş uydu görüntülerinin kullanılması arazi örtüsü sınıflandırmasının başarısını 
artırdığı görülmüştür.  
 
Anahtar Kelimeler: Arazi örtüsü sınıfları, maksimum olasılık sınıflandırması, destek vektör makinesi, yapay 
sinir ağları, uzaktan algılama verisi. 
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1. Introduction 
 
Land Cover (LC) studies are a substantial factor for many types of research including the earth’s surface (Ban et 
al. 2015). The LC mapping, which provides important information on various topics such as assessment of land-
use dynamics, ecosystem services, global climate change, development of land use policy, is an important data 
source for forest ecosystem planners (Fry et al., 2012; Burkhard et al., 2012; Gebhardt et al., 2014; Guidici and 
Clark, 2017; Noi and Kappas 2018; Hussain et al., 2019). Remote sensing data are the basic tools utilized to 
provide information from the ground surface to determine LC classification. It offers the benefit of fast data 
obtain of LC information at a lower charge and time-comsuming than ground measurements (Pal and Mather 
2004; Szuster et al. 2011; Kuemmerle et al., 2013).  
 
Generally, the LC maps are produced depend on satellite image classification techniques (Topaloğlu et al., 
2016; Khatami et al., 2016). Therefore, the LC mapping broadly used optical (e.g., Szuster et al., 2011; 
Srivastava et al., 2012; Büyüksalih, 2016; Mohajane et al., 2018; Juliev et al., 2019), radar (Miettinen and Liew, 
2011; Hütt et al., 2016; Wei et al., 2016; Camargo et al., 2019) and the integration of optical and radar satellite 
image (Soria-Ruiz et al., 2010; Lu et al., 2012; Fonteh et., 2016; Sirro et al., 2018) satellite images for LC 
classification and mapping.  
 
There are many parametric ((e.g., Maximum Likelihood Classification (MLC)) and nonparametric ((e.g., 
Support Vector Machine (SVM) and artificial neural networks (ANN)) classification techniques used to classify 
LC classes using remote sensing data (Bulut and Günlü, 2016; Shivakumar and Rajashekararadhya, 2018; 
Abdikan, 2018; Xie et al., 2019). The most broadly performed parametric classification technique is MLC 
(Srivastava et al., 2012). It depends on the hypothesis that the distribution training data are normally distributed 
in a special feature area (Lillesand et al., 2004). The Support Vector Machine (SVM) is a broadly utilized 
machine learning algorithm in satellite images by maintaining high accuracy as using minor ground data sets 
(Mountrakis et al., 2011). In contrast to MLC, the ANN does not base on the normal distributed data 
assumption (Dixon and Candade, 2008; Szuster et al., 2011). The ANN approach, which have been performed 
on satellite images in recent years, generally for LC classification (Yuan et al., 2009; Pradhan et al., 2010; 
Ridwan et al., 2017; Şerifoğlu Yılmaz et al., 2018; Ullah et al., 2019).   
 
When the literature studies on the subject are examined, there are many studies carried out for determining LC 
classes by using different classification techniques with different satellite images. Günlü et al. (2008) mapped 
LC classes in the Ormanustu forest planning unit using of MLC classifier using Landsat 7 ETM+ satellite image 
and obtained an overall accuracy (OA) of 89.0%, and a kappa coefficient (KC) of 0.86.  Li et al., (2011) used a 
Landsat TM satellite image to classify LC in Brazil by using the MLC approach with a KC of 0.74 and an OA 
of 77.2%. Shivakumar and Rajashekararadhya (2018) has applied the MLC approach for the LC classification 
in India using L8 satellite data, indicating a KC of 0.74 and an OA of 88.75%. Yousefi et al., (2015) applied 
Landsat ETM satellite images in three field areas (Shahreza, Taft and Zarand) in Iran and obtained an OA of 
92.8%, 99.96%, 97.1% and a KC of 0.85, 0.99, 0.94, respectively. Ridwan et al., (2017) utilized the SVM 
approach depend on L8 satellite image to classify LC in the catchment area of Mangkauk and found that the 
value of OA was 97.22% with KC 0.96. Şerifoğlu Yılmaz et al., (2018) compared to a classification approach to 
classify LC using a WorldView-2 Multispectral satellite image in Turkey and found that the SVM (OA of 
72.38% and KC of 65.31) better results than the ANN (OA of 70.25% and KC of 62.99) approach. Morgan et 
al. (2015) applied MLC, SVM, and ANN approach to classify LC classes from Landsat 7 ETM satellite image 
in the northern part of the Nile Delta. They found that the OA of 80.28 %, 80.64%, respectively. In addition, a 
satisfactory classification success was not achieved with the ANN method in this study. The Sentinel-1 imagery 
was used by Rao and Kumar (2017) to compared different classification approaches (Isodata, MLC, SVM, 
ANN, minimum distance, parallelepiped and K-means) for LC classification and stated that the SVM better 
performance for Sentinel-1 satellite imagery. Many previous studies showed that combinations of spectral and 
spatial properties increase classification accuracy (Han et al. 2012; Lu et al. 2014). Mushore et al., (2017) 
applied the SVM approach to improve the LC classification using vegetation indices and bands obtained from 
L8 in Harere region. As a result of the study, the classification obtained by evaluating the bands and indices 
together gave higher accuracy classification results than the results obtained by using the individual the bands. 
In addition to, it has been observed that the images obtained by integrating the active and passive satellite 
images increase the classification success in determining LC classes (Bagan et al., 2012; Hong et al., 2014; 
Clerici et al., 2017). Erasmi and Twele (2009) applied Envisat and Landsat ETM+ satellite image for LC 
classification in Indonesia. They found that texture properties obtained from Envisat SAR image combined with 
visible and near infrared bands generated from Landsat ETM+ satellite image increased the classification 
success. The Landsat TM and ALOS PALSAR satellite image were used by Sirro et al., (2018) to classify LC 
classes in Southern Mexico using the SVM approach. The classification success obtained in the study was 
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found to increase by one percent. The fused satellite image achieved a one percent advancement in the OA. 
Tavares et al., (2019) applied a random forest approach for LC classification in the integration of S1 and S2. 
Their results demonstrated that the best overall accuracy was found for the combining of S1 and S2 (91.07%).  
However, in a study by Fonteh et al., (2016) used the Sentinel-1 and L8 satellite image to extract LC classes in 
Cameroon. The fused satellite data indicated no important differences in OA (88.71% and 88.59%, 
respectively). However, more studies are still required to achieve better classification success using different 
satellite data and classification approaches. Furthermore, there are not investigated studies that fused the L8; S2 
and, S1-VH; S1-VV satellite data with different classification approaches for LC classification in forestry 
applications in Turkey.  
 
We evaluated the contribution of S1-VH; S1-VV and, L8 and S2 MS satellite image LC classification in the 
Ören forest planning unit, Turkey. Our main aims are: (i) to determine the OA and KC of the LC classes of the 
MLC, SVM and ANN approaches by using Multispectral (MS) satellite images (ii) to identify the OA and KC 
of LC classes of the MLC, SVM and ANN approaches by using fused satellite images (iii) to compare the 
classification achievements of LC classification of the MLC, SVM and ANN approaches by using both MS and 
fused satellite images.  
 
 
2. Material and Methods 
 
2.1. Study area 
 
Ören planning unit is located within the boundary of the Ankara Regional Directorate of Forestry of Turkey 
(453830–467247 E. 4533948–4544443 N. WGS 84 datum zone 36 N, Figure 1).  The elevation ranges from 650 
to 1770 m above sea level and the mean elevation is 1300 m. The mean annual temperature and precipitation of 
the case study area are 11.1 °C and 468.7 mm, respectively. The study area is 7143.6 ha. 5937.8 ha (83.1%) of 
this area is a forested area, 14.5 ha (0.3%) of this area is treeless forest area and the remaining area 1191.3 ha 
(16.6%) is non-forested areas (agriculture and settlement). The study area selected is a complicated mixed 
stand. The main tree species in the case study area are Pinus brutia, Pinus nigra, Pinus silvestris, Abies 
bormülleriana, Fagus orientalis, Carpinus orientalis, Quercus pubences and Juniperus sp. (Anonymous 2018). 
 

 
 

Figure 1. Study area. 
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2.2. Satellite data and pre-processing 
 
We used S1 SAR dual-polarization (VH-VV) and, the S2 and L8 MS satellite images for LC classes in this 
study. The S1 and S2 (with cloud-free as Level 1C) were downloaded for free from 
https://search.asf.alaska.edu/#/ and www.usgs.gov. on 15-August-2018, respectively. The L8 (Level 1T) 
satellite image with cloud free over the study area (Path 177, Row 32) acquired for free from www.usgs.gov. on 
29-August-2018. The satellite images were pre-processed before classification.  
 
2.3. Sentinel-1 and Sentinel-2 image processing 
 
The radiometric and terrain calibration, and speckle reduction were applied to the S1 (VH and VV polarization) 
image. It was filtered with Lee Sigma (5 x 5 window size). A range of doppler terrain correction together a 
digital elevation model (30 m) to the terrain correction has been applied. The values (digital number) were 
transformed to backscattering values (dB). All preprocessing in S1 image has been conducted in the SNAP 
software. The images (VH and VV) were cut according to the border of the study area and made ready for 
analysis. Four spectral bands (blue, green, red, and NIR) from S2 satellite images were used for the 
classification steps in this study. The bands were integrated with the ENVI software using the layer stacking 
module. The satellite image was downloaded as Level-1C, which involves geometric and radiometric correction 
on a Universal Transverse Mercator (UTM, Zone 36 N, WGS84) projection. Also, the S2 Level-1C ensures the 
top of the atmosphere reflectance. The image was cut according to the border of the study area and made ready 
for analysis.  
 
2.4. Landsat 8 OLI image processing 
 
Six spectral bands (red, green, blue, NIR, SWIR1 and SWIR2) from L8 satellite image were used for the 
classification stage in this study. It were combined in the ENVI software using the layer stacking module. Due 
to the satellite image used in the study was obtained from Level 1T, there is no need for any geometrical and 
atmospheric corrections. Also, atmospheric correction is not required such as image classification for the single 
satellite image (Srivastava et al. 2012). In addition, the satellite image was imported by using ENVI software 
and the image geo-referencing accuracy was checked with a topographic map at 1/25.000 scale of the study 
area. The raw digital number was converted to the radiance values for L8 satellite image. The image was cut 
according to the border of the study area and made ready for analysis.  
 
2.5. Integration of Sentinel 1A and, Sentinel-2A and Landsat 8 OLI satellite Images 
 
The S1-VH; S1-VV, S2 and L8 satellite images were rectified to the same UTM (Zone 36 N, WGS84) 
projection. Image fusion is always utilized in the combination of a multi-resolution image to improve visual 
explication and to increase classification performance (Lu and Weng 2007; Lu et al. 2012). There are a lot of 
data fusion techniques (such as wavelet-merging technique and principal component analysis) used to improve 
spatial and spectral information in satellite images (Lu et al. 2012). The wavelet-merging technique is 
commonly applied in developing LC classification (Lu et al. 2007). Therefore, the technique was applied in this 
study. In the image fusion process of S1 data and L8; S2, both VH and VV polarization data were applied 
separately. Furthermore, to merge the L8 bands and S1-VH and S1-VV images into two new satellite image 
with a spatial resolution of 10 m. Then, two satellite images were obtained by combining the S1-VH and S1-VV 
images with the bands of the S2 satellite image. In this way, the four different satellite images were obtained.  
 
2.6. Determination of land cover classes 
 
Forest management plans in Turkey are prepared for 10 or 20 year period. In this context, the forest management 
plan of the study area was renewed in 2018. In this study, LC classes were produced from Forest Cover Type 
Map (FCTM) with Geographic Information Systems (GIS). LC in the case study area was classified into five 
types: Conifer Forest (CF), Broadleaf Forest (BF), Mixed Forest (MF), Degraded Forest (DF) and Other 
(Agriculture and Settlement) areas depend on FCTM. LC classes and information about these classes are given in 
Table 1. Also, the map produced for LC classes using GIS is shown in Figure 2. 
 

 
 
 
 
 

https://search.asf.alaska.edu/#/
http://www.usgs.gov/
http://www.usgs.gov/
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Table 1. Description of land cover classes used in this study. 
 

LC Class Definition Area (ha) % 

CF Forest area is consist of pure 
conifer trees 3341.8 46.8 

BF Forest area is consist of pure 
broadleaf trees 
 

218.3 3.0 

MF Mixed (CF-BF, BF-CF) 
forest areas  1961.2 27.4 

DF 
Degraded forest areas with 
predicted < 10% tree crown  
cover 

408.9 5.7 

Other  Agriculture and settlement 
areas 1213.4 17.1 

 Total 7143.6 100 
 

 
 

Figure 2. The map of land cover classes. 
 
 

3. Classification approaches 
 
The LC class map was used as ground reference data (FCTM) in the classification process. Sample signatures 
were selected from each LC class by overlapping the LC classes map and satellite images and ten sample 
signatures were selected for each class depending on the homogeneity of the LC class. Three different 
classification algorithms were applied in this study. Detailed information on the approaches to this classification 
are given below. 
 
3.1. Maximum likelihood classification  
 
The MLC method, satellite common in the classification of images a supervised classification that is in use 
technique (Jia et al. 2011). This method is a statistical-based classification algorithm, average with values, 
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variance, and covariance that takes into account their values. This class control during the evaluation phase with 
normal data sets assumed to have distribution. Probability density functions at the classification stage are 
calculated and the pixels to be classified are assigned to higher classes.  
 
3.2. Support vector machine  
 
The SVM is based on the structural risk minimization principle and statistical learning theory. It initially has two 
classes for the classification of linear data is designed. Then, it was developed to solve the linear classification 
problem of non-multi-class series. Purpose in SVM, the most suitable hyper level that can separate the two 
classes is to obtain. With the hyper level obtained distance between support vectors is maximized and the most 
appropriate decision the function is created (Kulkarni and Lowe 2016). When the literature studies on the LC 
classification are examined, the radial basis function (RBF) of SVM is generally used in classifications and gives 
successful results (Knorn et al. 2009; Shi and Yang 2015; Noi and Kappas 2018). Therefore, we applied the RBF 
to classify the LC classes.  
 
3.3. Artificial neural network  
 
The ANN method, which is a machine learning algorithm in the field of artificial intelligence, is applied to 
determine the LC classes with satellite images. The ANN method composed of three layers involving the input, 
hidden and output layer (Kimes et al. 1998; Gomez et al. 2010; Xie et al. 2019). In this study, the input layer is 
spectral bands for each satellite image utilized for LC classification. The output layer is the number of LC classes 
and the hidden layer connects the components of the input layer and the output layer with a weighted channel. 
The important parameters of ANN involve the training threshold contribution, training rate, training root mean 
square error, training momentum, and the number of iterations. The training threshold contribution of 0.9000, the 
training rate of 0.2000, the training momentum rate of 0.9000 were applied. The training root mean square error 
was set to 0.1000. Furthermore, Many iterations (e.g. 100, 200, 500, and 1000) have been tried and the best result 
has been 1000 in this study. Therefore, it was used as 1000 in this study and then, the classification processes 
were applied. All the classifications were made in the ENVI software program.  
In summary, the following satellite images were used to determine LC classes; (i) fused S1-VH and S1-VV with 
S2 satellite image (2), (ii) fused S1-VH and S1-VV with L8 satellite image (2), (iii) L8 MS bands and (iv) S2 MS 
bands.  
 
3.4. Accuracy assessment 
 
After classification processing according to three different classification approaches, the accuracy assessment of 
LC classification maps generated from different satellite images by using a stratified random sampling technique 
was applied to represent for each LC class. The accuracy assessment was carried out using 150 points depend on 
ground reference data (LC classes obtained from FCTM). Each point was checked on the ground reference data 
and classified images. Later, the accuracy of classification was calculated using error matrices (OA, KC, 
Producer’s Accuracy (PA), and User’s Accuracy (UA) for each LC class). Finally, the MLC, SVM, and ANN 
classification approach was applied to produce LC maps and the classification results (OA, KC, PA and UA) 
were compared with L8; S2 satellite images to assess the fusion data.  
 
 
4. Results and Discussion 
 
LC classification maps for six different satellite images (L8, L8-S1-VH, L8–S1-VV, S2, S2-S1-VH, and S2-S1-
VV) were produced using MLC, SVM and ANN supervised classification techniques. Confusion matrices were 
produced for each classification technique to analyze class separation achievement for each classification 
technique with OA and KC assigned at Table 2-7 for MLC, SVM, and ANN, respectively. In comparison with 
the classification results depend on six different satellite images with MLC, SVM, and ANN classification 
techniques, the best OA of 96.67% and KC of 0.95 was obtained using MLC based on the combination of L8; 
S1-VV data. When the L8 satellite data alone were applied, the MLC provided the best OA of 92.00% and KC 
of 0.90 higher accuracy than SVM and ANN approaches (see Table 2). Contrary to, when the S2 satellite data 
alone were applied, the ANN provided the best OA of 89.92% and KC of 0.86 higher accuracy than MLC and 
SVM approach (see Table 3). Also, it was aimed to assess the role of S1-VH and S1-VV satellite images in 
improving LC classification OA and KC. The MLC, SVM, and ANN classification approaches were applied to 
the integrated S1-VH; S1-VV and, L8 and S2 satellite images. The use of the integrated images based on L8 
and S2 data, and the S1-VH, S1-VV polarization data were acceptable results in classification accuracy. When 
the combined of L8 and S1-VH; S1-VV polarization data were used, the MLC provided the best OA of 93.33% 
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and 96.67%, and KC of 0.92 and 0.95 higher accuracy than the SVM and the ANN approaches, respectively 
(see Table 4 and 5). Furthermore, this result can be compared to the classification results of using L8 and S2 
satellite images to assess the role of S1-VH; S1-VV satellite image in LC mapping. Therefore, the results of 
integrated satellite images were compared to those generated from in L8 and S2 data. Table 4 indicates that 
when S1-VH data with the fused L8 data, the classification accuracy increased with MLC approach applied. 
Also, such an integration decreased the classification accuracy when the SVM and ANN approaches was 
performed, in which an OA of 80.11% and 82.59%, and KC of 0.72 and 0.77 were achieved, respectively. 
Contrary to, the Table 5 shows when S1-VV data were incorporated into L8 data, the classification accuracy 
increased with MLC, SVM and ANN approaches were applied, in which an OA of 96.67%, 87.50%, and 
86.72%, and KC of 0.95, 0.81 (not change for SVM) and 0.82 were achieved, respectively. Table 6 
demonstrates that when S1-VH data was incorporated into S2 data, the classification accuracy was not changed 
by MLC, while SVM and ANN decreased. Table 7 displays that when S1-VV data were integrated into S2 data, 
the classification accuracy increased with MLC and SVM, while ANN decreased. Figure 3-4 indicates the 
results of LC classification using MLC, SVM, and ANN based on L8, S2, L8-S1-VH, L8-S1-VV, S2-S1-VH, 
and S2-S1-VV conducted with GIS. The PA and UA classification results are given in Table 2-7. The fused 
data with L8 and S1-VV satellite images using the MLC approach stands out with usually better results of the 
PA and UA (see Table 5).  The worst PA and UA results were found for SVM and ANN approaches with the 
fused S2 and S1-VH data, respectively (see Table 6). The best results by class obtained from the CF class in the 
SVM approach that used the L8-S1-VV and S2-S1-VV data, where the results for PA were equal to 100% (see 
Table 5 and 7). Furthermore, the BF and MF classes in the MLC approach that utilized L8-S1-VV and S2-S1-
VV data, where the results for PA were to equal to 100% (see Table 5 and 7). The best results by class were 
found for the BF classes in the ANN approach that used the L8-S1-VH data, where the results for UA were 
equal to 100% (see Table 7). Furthermore, the DF and other classes in the MLC approach that applied L8-S1-
VV data, where the results for UA were equal to 100% (see Table 5). In addition, the MF classes in the SVM 
approach that performed S2-S1-VV data, where the results for UA were equal to 100% (see Table 7). The worst 
results by class were found for the DF class in the ANN approach that used the S2-S1-VH data, where the 
results for PA and UA were equal to 1.94% and 6.67%, respectively (see Table 7). However, the CF class 
achieved over 90% in PA for both all classification approaches and all satellite images used in this study (see 
Table 2-7). Also, the OA and KC related to different classification approaches and satellite images are shown in 
Figure 3 and 4 in this study. As can be seen in Figure 3 and 4, the best OA and KC values are obtained with the 
MLC method (except for the S2 satellite image). However, the SVM and ANN methods show a similar (except 
for fused S2-S1-VH) trend. Furthermore, the OA and kappa values were very close to each other in the 
classification performed on the fused L8-S1-VV data with SVM and ANN approaches. 
 

Table 2. Comparison of accuracy assessment results with three classifiers based on L8 data. 

 
LC Classes 

          MLC           SVM             ANN 
PA UA PA UA PA UA 

CF 96.55% 93.33% 100% 
60.78% 
74.84% 
95.56% 
94.62% 

84.17% 98.68% 97.54% 
BF 96.43% 90.00% 77.18% 85.84% 52.72% 
MF 90.00% 90.00% 88.38% 51.66% 94.39% 
DF 85.29% 96.67% 87.76% 62.63% 87.32% 
Other 93.10% 90.00% 84.89% 94.75% 81.00% 
OA 92.00% 85.05% 

0.81 
83.57% 

0.78 KC 0.90 
 

Table 3. Comparison of accuracy assessment results with three classifiers based on S2 data. 

 
LC Classes 

            MLC           SVM            ANN 
PA UA PA UA PA UA 

CF 90.32%  93.33% 98.93% 
16.15% 
95.42% 
52.97% 
91.61% 

93.73% 97.26% 99.30% 
BF 92.59%  83.33% 82.35% 20.77% 61.36% 
MF 78.13%  83.33% 86.76% 98.75% 88.60% 
DF 81.25%  86.67% 93.70% 68.17% 91.99% 
Other 85.71%  80.00% 80.29% 91.30% 82.88% 
OA 85.33% 87.59% 

0.82 
89.92% 

0.86 KC 0.82 
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Table 4. Comparison of accuracy assessment results with three classifiers based on fused L8 and S1- VH data. 

LC Classes            MLC             SVM            ANN 
PA UA PA UA PA UA 

CF 93.10%  90.00% 91.41% 
35.17% 
96.73% 
36.71% 
91.53% 

71.19% 93.57% 82.91% 
BF 87.88%  96.67% 45.26% 13.67% 100.00% 
MF 96.67%  96.67% 91.44% 96.79% 88.06% 
DF 96.43%  90.00% 53.90% 82.64% 67.45% 
Other 93.33%  93.33% 78.36% 86.30% 83.81% 
OA 93.33% 80.11% 

0.72 
82.59% 

0.77 KC 0.92 
 

Table 5. Comparison of accuracy assessment results with three classifiers based on fused L8 and S1-VV data. 

LC Classes            MLC           SVM            ANN 
PA UA PA UA PA UA 

CF 93.55% 96.67% 100% 
83.36% 
82.54% 
21.01% 
80.68% 

90.55% 99.76% 95.94% 
BF 100.00% 90.00% 89.94% 47.39% 90.37% 
MF 96.67% 96.67% 85.29% 94.92% 87.25% 
DF 93.75% 100.00% 27.17% 68.23% 69.07% 
Other 100.00% 100.00% 86.91% 89.67% 75.06% 
OA 96.67% 87.50% 

0.81 
86.72% 

0.82 KC 0.95 
 

Table 6. Comparison of accuracy assessment results with three classifiers based on fused S2-S1-VH data. 

LC Classes            MLC             SVM ANN 
PA UA PA UA PA UA 

CF 96.43%  90.00% 99.40% 
42.93% 
79.81% 
93.03% 
60.97% 

88.40% 100.00% 90.81% 
BF 93.33%  93.33% 97.24% 2.04% 76.19% 
MF 93.55%  96.67% 86.87% 100.00% 66.50% 
DF 90.63%  96.67% 63.94% 1.94% 6.67% 
Other 96.55%  93.33% 48.38% 97.57% 58.33% 
OA 85.33% 87.37% 

0.82 
76.82% 

0.66 KC 0.82 
 

Table 7. Comparison of accuracy assessment results with three classifiers based on fused S2-S1-VV data. 

LC Classes           MLC            SVM ANN 
PA UA PA UA PA UA 

CF 90.63%  96.67% 100.00% 
54.59% 
100.00% 
85.75 
100.00% 

93.77% 100.00% 85.42% 
BF 82.35%  93.33% 96.03% 49.37% 94.24% 
MF 100.00%  83.33% 100.00% 99.73% 93.33% 
DF 93.55%  96.67% 85.12% 96.88% 74.04% 
Other 96.43%  90.00% 83.24% 74.48% 95.33% 
OA 92.00% 91.93% 

0.90 
87.51% 

0.84 KC 0.90 
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Figure 3. The change of OA according to the MLC, SVM and ANN with satellite images. 
 

 
 

Figure 4. The change of KC according to the MLC, SVM and ANN with satellite images. 
 
The classification successes for determining LC classes were determined by using three different classification 
approaches (MLC, SVM, and ANN) and six different remote sensing data (L8, L8; S1-VH, L8; S1-VV, S2, S2; 
S1-VH and S2; S1-VV) in our study. According to the classification approaches, the MLC obtained better LC 
classification results than those of the SVM and ANN for the fused data L8; S1-VH and L8; S1-VV. The 
integration of L8 and S1-VH and S1-VV satellite data using MLC approach increases the overall classification 
accuracy. This is similar result obtained from previous research (Lu et al., 2012; Lu et al., 2014; Sameen et al., 
2016). When the studies on the subject are examined in the literature, although many classification approaches 
are used to determine LC classes, it is not clear which classification approach gives the best results. In some 
studies, as in our study the MLC (Lu et al., 2012; Morgan et al., 2015), in some SVM (Dixon and Candade 
2008; Şerifoğlu Yılmaz et al., 2018, Noi and Kappas, 2018), and some ANN (Szuster et al., 2011; Srivastava et 
al., 2012; Verma et al., 2020) the best classification success was achieved. However, when many studies are 
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examined, the classification successes obtained from different satellite images such as Landsat 7 ETM+ (Günlü 
et al., 2008), Landsat 5 TM and Spot (Lu et al., 2012), Landsat ETM+ and OLI (Jia et al., 2014), Hyperion 
(Elatawneh et al., 2014), L8 and S2 (Topaloglu et al., 2016), WorldView-2 (Şerifoğlu Yılmaz et al., 2018), 
Aster and Hyperion (Mann and Joshi, 2017), S2 (Steinhausen et al. 2018), Rapideye (Sirro et al. 2018) and 
ZiYuan (ZY-3) (Xie et al., 2019) used in determining LC classes also differ. However, in the literature studies 
examined, there are some studies carried out to determine LC classes by using passive and active satellite 
images together in recent years. It is stated that using the data set obtained by evaluating the active and passive 
remote sensing data together, the classification success of the LC classes generally increases (Hyde et al., 2006; 
Erasmi and Twele 2009; Bagan et al., 2012; Van Beijma et al., 2014; Clerici et al., 2017).  In many studies 
conducted as in our study to support the above-mentioned statement, it was observed that the classification 
success increased by using the active and passive satellite images together. This is in line with the findings in 
other LC classification studies in different geographic regions that fused optical and radar data satellite systems 
(Soria-Ruiz et al., 2010; Lu et al., 2012; Deus, 2016; Sameen et al., 2016; Steinhausen et al., 2018; 
Muthukumarasamy et al., 2019, Tavares et al., 2019). However, classification successes for fused data vary 
according to the classification method used. For example, the MLC approach achieved better LC classes results 
in our study. In contrast to the MLC approach, in some studies, the SVM (Zakeri et al., 2017; Clerici et al., 
2017; Zhang and Xu, 2018; Xie et al., 2019) and in other studies, the ANN (Pacifici et al., 2008; Kussul et al., 
2016) approach gave better results. The classification accuracy assessment (OA and KC) has been applied for 
both passive satellite data, and passive and active satellite data are evaluated together by using MLC, SVM and 
ANN approach.  For only L8 satellite image, the MLC (92.00% - 0.90) provided the best results classification 
accuracy compared to SVM (85.05% -0.81) and ANN (83.57% - 0.78). For the combination of L8 and S1-VH 
and S1-VV data, the MLC (93.33% - 0.92; 96.67% - 0.95) has higher classification accuracy compared to SVM 
(80.11% - 0.72; 87.50% - 0.81) and ANN (82.59% - 0.77; 86.72% - 0.82), respectively. For only S2 data, the 
ANN (89.92% - 0.86) slightly improved classification accuracy compared to SVM (87.59% - 0.82) and MLC 
(85.33% - 0.82). For the integration of S2 and S1-VH data, the SVM (87.37% - 0.82) slightly increased 
classification accuracy compared to MLC (85.33% - 0.82) and ANN (76.82% - 0.66). In contrast, for the fused 
S2 and S1-VV data, the the MLC (92.00% - 0.90) slightly increased classification accuracy compared to SVM 
(91.93% - 0.90) and higher classification accuracy compared to ANN (87.51% - 0.84). In general, for the fused 
data the non-parametric approaches have poorer performance than MLC. Separability values of LC classes 
using the integrated of L8; S2 and S1-VH and S1-VV (except for S2; S1-VH) satellite data are higher compared 
to L8 and S2 satellite image. It was seen that the OA and KC with fused image (L8; S1-VV) with MLC were 
improved by 5.1 and 5.6%, respectively, compared with the only L8 data. Similarly, the OA and KC with fused 
image (S2; S1-VV) with MLC were increased by 2.3% and 5.6%, respectively, compared with the only S2 data. 
Many investigations indicate that using these fused data together in LC classification processing would give 
higher accuracy as compared to individual data classification results. Comparing the results from the OA and 
KC with other studies indicates that ALOS PALSAR and Landsat 5 TM data were applied by Lu et al., (2014) 
to classify LC classes using MLC, ANN and SVM approach. The fusion of Landsat 5 TM and ALOS PALSAR 
satellite data using MLC provides better classification than individual sensor data. Similar to our study were 
attained by Clerici et al., (2017) mapped LC classes using S1 and S2 data with SVM, and concluded that the 
fused data is more better classification accuracy than the individual data. Their study results reported that the 
combination of S1 and S2 data using SVM was used to classify LC classes with the OA of 88.75% and a KC of 
0.86, whereby the SVM had an OA of 72.5% and a KC of 0.67 when only S2 was used to classify LC classes. 
Classification accuracy increased when Sukawattanavijit and Chen (2015) conducted the integrated of Radarsat-
2 and L8 imagery using the SVM provides better accuracy than the MLC. Deus (2016) integrated the Landsat 5 
TM and ALOS PALSAR L band data using an SVM approach to classify LC classification, which achieved an 
OA of 95%. Although the OA obtained in this study was similar to our study, however, the method used varied. 
Similar results were obtained by Abdikan (2018) fused the Landsat TM and ALOS PALSAR data using only 
the SVM approach to map LC classification in forest areas, Turkey, which obtained an OA of 94.316% and KC 
of 0.924. Muthukumarasamy et al., (2019) who applied the use of SVM was achieved with integration of LISS-
IV and S1 with OA and KC of 92%, 0.81, respectively. Also, Zhang and Xu (2018) applied the fused data with 
MLC, SVM and ANN approaches. Their study results demonstrated that the best value for the SVM 
classification, whereas the fused data increased the accuracy by 10%. Adding S1-VH and S1-VV polarization 
contributed to increase the classification accuracy of integrated the S2 data in our study, which was a similar 
result observed by Khan et al., (2020). They combined the S1-VH polarization fused with the S2 image had a 
high classification accuracy of 85% compared to 84% accuracy for S1-VV-polarization fused with S2 data.  
 
In this study, eighteen different LC class maps using three different classification methods, and six different 
satellite images were produced. As mentioned before, in the production of these maps, the LC classes map 
(Figure 2) generated from FCTM was used as ground data. LC classes maps (Figure 5-7) obtained using 
classification methods and satellite images were compared with LC classes map obtained from FCTM. As a 



Günlü                    Journal of Bartin Faculty of Forestry, 2021, 23(1): 306-322 

 

   316 
 

result of the comparison, it was found that the maps produced by using the L8-S1-VH-VV (Figure 5 b and c) 
and S2-S1-VH-VV (Figure 5 e and f) satellite images with MLC are more consistent with the map of LC classes 
(Figure 2) produced from the FCTM. However, LC classes in L8-S1-VH and VV (especially VV) using the 
MLC have shown that LC classes are more prominent than LC classes obtained by using the S2-S1-VH and VV 
with MLC (Figure 5).  It is seen that the areas shown in yellow color in the south of the study area and 
expressed as other areas are more accurately determined in the L8-S1-VV image (Figure 5c). However, in other 
images (L8-S1-VH, S2-S1-VH and S2-S1-VV), this area was mixed with other classes (Figure 6 b, e and f). As 
seen in Figure 8-9, it is seen that the level of success of PA and UA for each class is over 80% in all satellite 
images using the MLC method.  
 

 
 

Figure 5. Comparison of the MLC approach: a) only L8 MS b) L8-S1-VH fused c) L8-S1-VV fused d) only S2 
MS e) S2-S1-VH fused f) S2-S1-VV fused. 

 



Günlü                    Journal of Bartin Faculty of Forestry, 2021, 23(1): 306-322 

 

   317 
 

 
 

Figure 6. Comparison of the SVM approach: a) only L8 MS b) L8-S1-VH fused c) L8-S1-VV fused d) only S2 
MS e) S2-S1-VH fused f) S2-S1-VV fused. 

 

 
 

Figure 7. Comparison of the ANN approach: a) only L8 MS b) L8-S1-VH fused c) L8-S1-VV fused d) only S2 
MS e) S2-S1-VH fused f) S2-S1-VV fused. 
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Figure 8. The change of PA according to the MLC, SVM and ANN with satellite images. 

 

 

Figure 9. The change of UA according to the MLC, SVM and ANN with satellite images. 

On the other hand, it was observed that the success levels of all satellite images using SVM and ANN methods 
varied. The difference in the classification results between the MLC, SVM and ANN classifiers was that the LC 
classes in other class regions were misclassified using the SVM and ANN classifier. It has been observed that 
PA and UA accuracy, especially for BF and DF classes, are low in some satellite images using SVM and ANN. 
The reasons for this can be explained as follows; the heterogeneous structure of LC classes other than CF and 
MF can be effective in the study area. As a result, especially in the classification processing, the DF class was 
misclassified because it has similar reflectance values with the areas expressed as other classes. The DF, BF, 
and other classes were confused because they may have similar reflectance. Moreover, some LC classes such as 
MF and BF can also be easily confused as they have similar reflectance signals. Similar results were obtained 
from studies by (Waser et al. 2011).  This study and other studies in the literature on the subject indicated that 
the accuracy levels obtained in determining LC classes vary based on the satellite image used, classification 
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technique, land structure, the structure of stands in the study area and LC classes have similar characteristics, 
etc. Therefore, it is seen that there is no prescription to determine the best success in determining LC classes. 
 
 
5. Conclusions 
 
In order to determine LC classes, the classification accuracy assessment was evaluated and compared for both 
optical (L8, S2) and fusion (S1-VH-L8; S1-VV-L8; S1-VH-S2; S1-VV-S2) data by using MLC, SVM and 
ANN approaches. Differences between the classification successes were found when using satellite data and 
classification approaches. Generally, the MLC approach outperformed the SVM and ANN when classifying 
various LC classes using the optical and fusion data. The study also indicated that S1-VH and S1-VV data can 
increase the OA and KC of LC classes classification when combined with L8 and S2, particularly when the L8 
data and MLC is applied. Furthermore, the combination of L8; S2, and S1-VH and S1-VV data generated 
features decreased the spectral confusion between some LC classses. However, while the fusion of the L8; S2 
and, S1-VH; S1-VV data classification accuracy was increased, the classification accuracy for some LC classes 
was still lower than that of the optical data. In the future investigations using different classification approaches 
such as object-oriented and deep learning classification with high resolution active and passive satellite data, 
especially in mixed forest ecosystems, can be carried out to assess their potential in LC classes and mapping. In 
addition, it may increase the success levels of LC classes.   
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