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On a Markov Chain with Denumerable Number of
States and Transition Probabilities Dependent on

Probability States
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ABSTRACT. The authors consider homogeneous Markov chain &,t > 0
with a denumerable number of states and transition probabilities depen-
dent on the states of that chain. If the chain &,t > 0 is assumed to be
ergodic for stationary distribution {pf}7 k > 0, it is established that a
unique solution to the differential equations system relative to the generat-
ing functions P* (A) , [A] <1 of that distribution {pf} , k>0 exists.
This condition is found in the form of the inequality ||G]|| < €. Tt is based
on Fubini’s theorem from the theory of functions and on the existence of
the bound G = G = G, = lim Eee_", Fis the identity matrix. Using

TL—> 00

the principle of the matrix theory by induction, we get that
I N /)
Gn_EEZ—TT—,n_LZ&“
k=0
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1. PROBLEM STATEMENT

If &, t>0isahomogeneous Markov chain with the phase space {01, 1%, 2% ...}
and the following transition probabilities atA | 0 :

a0t 1-AT AT (A)
0 _>{ 1t: M A+o (A)

k+:1—+(/\2'+u+v)A+o(A)
k—1)": A+o (A
(1.1) BE /g—; ) VAMJFO(A)( )
(k+1)7: M A+0(A)
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k= :1= (A, +7) Ato(A)
~ A - _
km — (k+1)": A A+o0 (L)
kTt TA+o (D),

(k=1,2,3,..)

where )\3’ , )\f (k>0), p, vand 7 are the set nonnegative constants.

One encounters processes of this type when examining maintenance systems with
one unreliable device, when the arrival intensity depends on the number in the
system.

Before initiating the solution of the problem, let us expand the contents of the
correlation (1.1).

The symbol
§1: p1
&2 p2
Em Pm

(p1 >0, p1+ ... + pm = 1)denotes the random value with distribution function

p1P{€1 < l‘} —&-ng{fg < l‘} 4+ o+ P P {fm < l‘}

In terms of the queuing theory, the condition 0T means that at some instant the
server is idle and fault free, and k*, k > lmeans that at some instant the device is
fault free (faulty) and the number of requests in the system is k.

By rate of some characteristic of the system, we understand the mean number of
steps per unit time related to that characteristic. In this case, )\ki, ,k > 0 means the
request arrival rate in the system, uis the service rate of one request, and v and 7
are the rates of the server shutdown and reactivation. It should be noted that the
normalization condition takes place as well:

SN N =1
k=0 k=1

2. SOLUTION OF THE PROBLEM

Following the chart proposed in [1], we establish that if the chain &, t > 0
is assumed to be argotic, a unique solution to the differential equations system in
relation to the generating functions P* (), [0 < 1 of that distribution exists.
Thus, assume that the chain &, t > 0 is ergotic,i.e. there is the limit

lim P {&=k"} =p; (k>0

According to (1.1), it is easy to obtain the following system of difference-differential
equations for the probabilities p,f t)=P {&=kT), E>0
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dpT (t
ol — _N\pd (8) + ot (8),

d t _

(21) 20— (N pt ) g () 4t () +7pp (6 + N (1)
dp, (t _ _ _ _
D — (A =) pp (6) vl () + 6 Aoy (8)

(k=1,2,3,...)

where
P 0, k=1
L1, k#£1

In (2.1), proceeding to the limit ¢ — oo, we have the following system of algebraic
equations relative to pkjE , k>0:

—/\arpf{ + up{r =0
(2.2) — (M Hu+v) ol Fepi o F NP =0
—(Ax ) pp Fvpd 0P A =0,
(k=1,2,3,..)

Let us then proceed to solving the system (2.2) by introducing the following
denotation

ao=Npe (k20),  m=XNp (k=1
Adding together the second and the third relations of the system (2.2), we have

- (le + Zk:_) + (31:1 + 5k1z1c_—1) = lwi - Mpkll

(k=1,2,..)
Hence, at k=1

Z +z = pupy,
and at k > 2

(2.3) = () + (Bt m) = el - ey
If we denote
gty =5 (k1)
then (2.3) takes the following form

(2.4) si_y—sp = ppf — i (k>2)

+_ ot
81 = HP2
Using successive substitution, we can see that
3



Aliyev et al. /TJMCS (2014), Article ID 20140046, 11 pages

(2.5) st =nupl, 42 = pply,

(k=1,2,..)

Further, subtracting the third relation from the second relation of the system
(2.2), we have

— (5 =2 ) + (5 = Oz y) =2vpf —2mpp +upl —ppl,,  (k>1)

Hence, at k£ =1

2 =2 =2mp] +ppd —2vpf, and at k > 2

(26) = (2l —2) + (51 —m) =2vp{ —2mpy +ppl —nply

If we denote

= (21,
then (2.6) takes the following form

g1 —Sp = 2vpf =21y +ppf —pply,  (k>2)

s =2mp; + ppy — 2vpf
Now we see that s, (k> 1) takes the following form

k k
£ :2’/szi_ 721/pr+up;'+1,
i=1 i=1
i e.
k k
z,j —z, = 271'2 D; — 2uz pj —|—,up;§+1

i=1 i=1
(k=1,2,..)

As a result, the system(2.2) is reduced to the following equivalent system of
algebraic equations:

MNpE+ M by = wpf s

(27) >\+ +_>\——_ + 2 b - _9 k +

k Pk kPr = HPry1t+ 77211% v 1pi
i -

7

k=1,2,...

or
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k k
Apt = b +m v —v 3 pf
(2.8) o ko . B =
AP =V 2P —TXp k=>1
i=1 i=1
For the sake of clarity, we will assume that
A=A 1+ (k—1) 2] 0<z<1, k>1

If we denote

PE@) = > ppo* 10 <1,
k=0

it is easy to show that

SN+ (k1) 2] plo* =p> pl 65+
pary =0

%S k 0o k
+7T22p;9k71/22pj0k

k=0 i=1 k=0 i=1
In these denotations, the system (2.8) takes the following form

P(0) _ ,PO)

—6 1-6 >

ATPT(6) + A+zk; (k—1) pi6F =L PT(6) —Afpf +7

o0 _ + —
AP (O)+ X7z 3 (k=1) pi6* = vEQ 20
Since
> dP* (0
S -0 pot =00 o),
df
k=1
then
NP (0) + ATz [0 9220 _ pr(g)] = £ P+ (0) — ATpd + 7LD — 1O g <1
! . 2
NPT (0)+ A2 |00 pog) =20 PO g <

By multiplying the both parts of the obtained relations by (1 — 6), we get the
system:

(2.9)
M2 (1-0) L0 L [\ (1-0) (1-2) — 4 +u+v] PH(0) =P~ () = A (1-6) 5],

A20 (1—0) 2O L A\~ (1-6) +7] P~(0) =[\"2 (1—6) +v] PT(6)

At 6 — 1+ 0, each of those relations will give us the following:
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7P~ (1) =v P (1)
It should be noted that

PY(1)+P (1) +pf =1

If we introduce the following denotation
£(2,0) =X F20 (1-0)
b(z,0) =T (1—60) (1—2) —%+u+y
c(z,0)=A"2(1-0) +v,

L@ =Xx 1-0)+n
In these denotations, the system (2.9) takes the following form

(210) { @ (2,0) 150 L (5, 0) P (0) = m P~ () = N (1— 0) i
: - AP (0 -
(2,0) “L9D 11 (9) P~ (0) = c(2,0) P+ (0)
Let us now establish the existence and uniqueness of solution to the system (2.10)
by first rewriting it like this

(2.11) AP0 — o (0) P*(0) +b (9) P~ (0)+ ¢ (0) py
' LD —d (0) P+ (0)+¢ (0) P~ (6),
where
_ b(z,0) o7 oA (a—-9)
"0t 0w 0" e
-

If we introduce the following denotations

P(Q)_( ((9))> A(‘)):<§(<%)>be(<%)>)’ f(">:<c(03p°+)

the system (2.11) will look as follows in the matrix form [2]

dP (0)
DA PO 1)
or
dP (6) = A (6) P (0) do + f ()
whence
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0 0
P<0>—P(0>:/A(£>P<f> d£+/f(£)d£7
0 0

0 0
o>+/f (£)d€+/A(§)P(£) ¢
0 0

If we denote

then

o
(212) P©) = [A©P©d+F )
Let us carry out the iteration process [4] in the relation(2.12):
0
Pant (6) = [ 4© Py (©d+F (6)
0

n=0,1,2 ..
Taking the following as the initial value Py (6):

Py (0) = F (0),

we have

0 0
Py (6) = /A(@ Py (6)d + F (6) =F<e>+/A<s>F<5> d,

2] 6 13
Py (0) = / A() Py (€)de+F (8 o)+ / Al [ )+ / A @) F () dn] ¢
0 0 0

9 [ 3
+O/A(§)F(£)d€+O/A(£) dsO/A<n>F<n>dn

In the latter, according to Fubini’s theorem [3], we have the following by rear-
ranging the integrals:
7
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Atn=3

e [l

Assuming that A () = FE we have

0

£
[A (n) + / A (1) diA (n)] dg}

n

F(n)dn

0 )
P, () :F(9)+/ (E+/Ed§E) F(n)dn:F(G)Jr/[EJrE(an)] F (n)dn
0 0

0 1S
}F (n) dn

Ps (0) —F(9)+7{E+/Edg[E+/Eth

n

0

Py (0) :F(9)+/6{E+/0Ed§

n n

3 t
E+/Eth (E+/Ed7>
Ul 7

8

}F (n) dn
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and so on.
Let us denote

G(O (nv 9) =F

]
GM%@ZE+/GMm@%,
ne
0

Gﬂm®=E+/GMm©%

n
and so on.
In the general form

0
GM%®=E+/GWMWO%
n

n=12,..

we have

9
G (n,&):E—l—/Edf:E—FE 0—mn)

0
Gﬂm®=E+/W+E@—MM&:

0
(0 —mn)°
Y

(€ —n)?
71

=E+E@0—-n+E- =E+FE@—-n+E

&=n

For G5 (n, 0), we will get

(0 —n)* +E(9—n)3

Gs(n,0)=E+E (§—n)+E 51 3l

As a result, by induction we have

n k
Gn:EZw—") C on=1,2,..

k!
k=0

In the latter, at n — oo for G = G, we have

G=Go= lim G,=Ee" .

n—oo
Considering that A (n) = E, e.g. for P, (0) and Ps (), we have
9
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Py(0)=F(@)+E | G3(n,0)F (n) dn

Ps(0)=FO)+E [ Ga(n, 0) F (n) dn

/
/

Again, by induction we have

0
(2.13) P, (0) :F(9)+E/ Gn-1(n,0)dn, n>2

In the relation (2.13), at n — oo, we will get

0
P (#) =1lim P, (8) = F (§) + E/ P (1) dn
Further, if|- || is the norm sign, then ’
1Go(n, 0) ]| =1
G (n, O) || =1+ (0 —n)

O-n  ©-n°

In the general form
n E
N0 =)
[ Grn(n, 0)| —ZT
k=0
n=0,1,2, ..

In the latter, at n — oo for G = G, we have

Gl = 7 < 2.
The inequality ||G|| < e*guarantees the existence and uniqueness of the solution

to the system of differential equations (2.10) relative to the generating functions
P*(#), 0] <1 of the distribution {pf} , k>1.

3. SUMMARY

In the paper the existence and uniqueness of the solution to the system of dif-
ferential equations with respect to the generating functions P* (), [0 < lis
established under the ergodic conditions of &, t > 0 chain with the stationary
distribution {pf} , k>1

10
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