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Sing - Condition For Movingr Averages

Maide QRUC and C. Giiner OMAY*

SUMMARY

It is important in many experimental sciences (like Astronomy) to find out whet-
her elements of a series of given numbers are arranged at random or not. Generally it is
assumed that accidental errors satisfy the Gaussian Law of errors. This Law, however,
yields only one of the necessary condition for a series of numbers to be considered as
accidental erros, and it is not sufficient; for, it concerns the only distribution of numbers

and not their arrangement. Thus more necessary conditions are needed.

In this paper “SIGN SEQUENCE” cenditions for moving averages with two,
three, and four terms are established and theoretical results are confirmed with experi-
mental resuslt.

1. INTRODUCTION

It is important in many experimental sciences to find out
whether the elements of a series of a given numbers are arranged.
at random or not. Generally it is assumed that accidental errors
satisfy the Gaussian Law of errors. This Law, however, yields
only one of the necessary conditions for a series of numbers to be
considered as accidental errors. But this condition is not 'suffi-’
cient, for it concerns only the distribution of numbers and not
their arrangement.

Kermack and McKendrick [1] have pointed out that, in an
infinitely long series of numbers chosen at random, the average
length of a “Run” is 2,5. A “RUN”’ is either a sequence of increa-
sing terms beginning with a minimum and ending with a maxi-
mum, or a sequence of decreasing terms beginning with a ma-
ximum and ending with a minimum. The length of a run is the
number of the terms of which the run consists. '

*This paper is the abstract of C.G. Omay’s doctoral thesis.
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Another necessary condition for accidental errors was estab-
lished by Gleisberg [2]. If a sequence of consecutive terms having
the same sign is called “SIGN SEQUENCE” and if the length
of a sign sequence is the number of terms in the sequence, then
it was proved that in an infinitely long series of accidental arrors
the average length of a sign sequence is 2.

Another necessary condition for accidental errors is given
by Gokmen [3]. It is shown that in a sequence with infilinite
number of elements the average length of “GROUP SEQUENCE”

is

g§1 , where g is the number of groups into which the elements

of the sequence is divided.

If moving averages are taken, it is obvious that the three
conditions can not be directly applied to the new sequence. It is
interesting to find out the new form of the above mentioned
conditions in this case.

The “RUN” condition was given by GLEISSBERG and
“SIGN SEQUENCE” condition is established in this paper.

2. “SING SEQUENCE” CONDITION FOR A SERIES ‘OF
MOVING AVERAGES OF RANDOM NUMBERS.

Sign Sequence condition for a series of moving averages of
random numbers, depends on the number of terms in the moving
averages. For this reason siqn sequence condition will be given
for two, three and four, term moving averages series.

2.1. General Theorem for Averages Length of Sign Sequence
Conditions.

Let us denote, the probability of at least two consecutive
elements having the same siqn with P.

Theorem : In a series, with elements half of which are positive and
the other half are negative, if the numbers of the elements in the
series approach infinity the average length of “SIGN Sequences”
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1 . . . P
reaches P which has a standard deviation equal to 1P

13421

Proof : First of all, let us calculate “i”’ in terms of P. It is obvious
that,

The length of any Sign

Prob. = pi—! (2.1.1)
Sequence to be at least “i”

Thus,
The length of sign )

Prob. = Pi—l_Ppi (2.1.2)
Sequence to be “i”s

By means of above probability one can easily get the mean length
and variance of sing sequence, when the number of terms in the
series approaches infinity, as follows,

i — 3§ (P_Pi) — —. (2.1.3.)
u = fut 1 - == —:l—-"P— .‘ D
o) 1 2 P
— 1 i—! Py — .
¢ =3 (1 I—P) (P—-P) = (pw (2.1.4)

The result of the above theorem does not depend on the numbers
of terms in the moving averages; But for each case the value of
“P” must be calcualted separately.

2.2. Sing Sequence Condition for Moving Averages With Two
Terms.

Theorem : Mean length of sign sequence for moving avarages
with two terms from series of random numbers is equal to 3 with
variance 6 when the number of terms in the series approaches
infinity.

Proof: Let us have a series of random numbers uniformly
distributed in the interval from —H to -+ H

m;, mp,.., My, (2.2.1)
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From this series, let us form a series of moving averages with
two terms.

A1, Bypeney By gpene (2.2.2)
The relationship with the elements of thwo series is as follows;
a=%(m;+m,),a,=4 (m,+m,),...,a;=4 (mi+mi+1)7"‘ (2.2.3)

In general two consecutive terms can be written as follows.

X = 5%y %E% (2.2.4)
2 2
where x;’s are random numbers. Let us denote their distribution
function by Fi(x;)
From theory of probability one can write the following:

Prob (X <0,Y <0) = [[[dF, (x,) dF,(x,) DF (x,)  (2.2.5)

where
G: (XI;XZ <0, 200 c g _w oy < 4 oo) (2:2.6)
Hence:

Prob. {(XNY) > 0 = 2 [ F () F, () dF, () (227)

where F, (—x,) and F, (—x,) are probability of X and Y to be ne-
gative respectively. The above result is independent of the nu-
mer of terms in moving averages.

Now we can apply this general result to the specific case.
In equation (2.2.3) m;,, is common element for a; and a,.,. Let
us denote this element by X. As we pointed out earlier m;,
m,,, and X are uniformly distributed in the interval from —H

1
to +-H. Therefore they have distribution function equal to o1l

Hence

Prob. {(a, < 0)} = P {(a;,, < 0O)} = —— . (2.2.8)
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If we substitute these results into the equation (2.2.7) we
get the following.
H (Hxp dx 2

Prob. {(a, Nay,,) > 0} = 2 j_H Lof == 5 @29)

which is equal to the value of P we defined previously.
Hence:
1 . P
= ——— — ¢ = me— . .].
) ip 3, o (PP 6 (2.2.10)

2.3. Sign Sequence Condition for the Moving Averages With
Three Terms.

Theorem : Mean length of sign sequence for the moving avera-
ges with three terms from a series of random numbers is equal
to 48 /13 with variance 1680/169 when the number of terms in
the series goes to infinity. )

Proof : Similar to the previous proof. Let us have a series of
random numbers uniformly distributed in the interval from —H

to+H.
m,;, Mm,,..., My,... (2.3.1)

From this series, let us form a series of moving averages with three

terms:

by, by, e (2.3.2)
whére

b, = § (m; + my,, +my,) (2.3.3)

let us calculate probability “P” in this case; Since in two conse-
cutive terms, two terms are common. This common part will be
designated by y. Thus with this notation, we get:

b, = m1+y

o
p= 2T b, = St | (2.3.4)
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One can get the probabilities of b; and b;.1 to be negative in
terms of y as follows:

Intervals P(b,<0) P(b;,,<0)
—2H =y < —H 1 1
Hy H-y
+H<y <+ 2H 0 0
Now we will calculate the density function of y:
Since
f S fi VH < < +H
(mi)—‘z_H or -H =m; = +
and
y = my, + m;,.
Thus we get,
+e0
g(y) = J f (ymy,,) f(m;,,) dm,,, (2.3.6)
-

Since following limitations must be statisfied,

—H <=m,, = +H

(2.3.7)
— H éy—miﬂ é +H
we get the following intervals for y respectively:
—2H < v <0
(2.3.8)

0 <y < + 2H.

Hence density function for y will be as follows:

1 JYJFH 2H+y

gly) = THZ Wiy = for 2H <y <0

) = 1 +Hd _ My 0<y<+2H (2.3.10)
g(y —Z—HZI H Wi = 7 1oF Y= -9
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If we substitute the above results in equation (2.2.6) we get the
following:

-H
-2

j" (H-y)* 2Hiy H (Hoyp oH-y

g am W +j i g (2:3.10)

Then the result will be:
P = 35/48. (2.3.12)

With this value one can calculate the mean length and variance
of a sign sequence:

= 4813
(2.3.13)
6} = 1680 /169

2.4. Sign Sequence Condition for Moving Averages With
Four Terms.

Theorem : Mean length of sign sequence for moving averages
with four terms from a series of random numbers is equal to 30 /7
with variance 690 /49 when the number of terms in the series
goes to infinity.

Proof : Similar to the previous theorems we will form moving
averages with four terms {ci} from a series of random numbers
each of which has uniform distribution in the interwal from —H

to +H.

In the series of moving averages two consecutive terms
have three terms in common. Let us denote this common part
by z. Similar to the provious cases we can write the followings:

Intervals P {; <O P {e; ,= O}
—3H £z < — H R | 1
H-—=z H-z
J— < < —_— W
— H<z<+H i = (24)

+ H <z £ + 3H 0 0
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The common part z, is:

z = m;+ my,, + m;, (2.4.2)
If we rewrite z like )

z = m; |y (2.4.3)
where

y = my A+ my, (2.4.4)

each has density function

1

) = — — < L=<
h(m,) 5T for -H < m £ 4H
213% for 2H <y <0
k(y) = (2.4.5)
2H-
l—ZH_Zy for O§y§—(—2H
Hence, generally f(z) is as follows:
-0 ‘
f(z) = j k(z-m;) h(m,) dm, (2.4.6)
—eo

Now, we have to determine the intervals for specific cases. First
of all let us consider the following intervals:
(2.4.7)
—2H = zm; <0

From the above intervals we get the following intervals for z:

— H

IA

z < +H
(2.4.8)
—3H

IA
A

-H

/

Hence, density function for z becomes:

1 ¢ H 3H>-2Hz—72

f(z) = @j (2H+z+m;)dm; = — 6T (2.4.9)
z
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for —H<Z z< +H, 2H < y =0

z+H .
1 j 9H*+6Hz | z* (2.4.10)

(2H+z+m;)dm,; = THIE
for 3H=z<——H2H=<y=<0
Similarly from

—H <m, <+H

(2.4.11)
0 < z-m, <42H
we get
— H=< 2z <£+H
(2.4.12)
4+ H=< 2z <+3H
Thus density function f(z) becomes:
1 “ v 3H*|2Hz—2*
{(z) = S0 j_H(ZH —z-+m;)dm; = — e (2.4.13)

for -H <z < +H,0 <y < +2H

and

1 H
£(z) = 3113 '[ (2H-z+m,)dm, — o 2Hz=2"

Z—.

for +H =2z <3H,0 <y = 42H

Hence by equation (2.2.7) we get the value of “P” in this case:

dz

P—o % J‘H (H-z)* 3H>*42Hz-2*

TH (H_y
g M T 16m

g A

_ -H o2
2-2Hz—z* SH*2Hz—2? . _I_j‘ 9H —|—6Hz—|—z

1 e — dn = 23 /30 (2.4.15)

BT : R

By means of the above value of P we get:

o = 307
(2.4.16)
& = 690 /49
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If number of terms in moving averages are more than four,
Central limit theorem can be used to get the distribution func-
tion of common part.

2.5. Generalization of Distribution Fanction.

In all proofs, we assumed that m;’s have uniform distribu-
tion. It can be shown that all proofs are true for any symmetric
distribution.

Proof will be given for moving averages with two terms.
Suppose that m; has a distribution function f(m;) and,

f(m;) = f(- m,) (2.5.1)

Let us form moving averages with two terms from a series
of m;’s. Typical term in moving averages series will be:

1
a; = o (mi +m,,) (2~5-2)

As we did before let us denote the common part in two con-

secutive terms with x.

Thus,
Pl £0 =P {a, =0
- (2.5.3)
Pla=0="P m; =-m;,,} =P m; =-x}
Let us define %, as follows
x
A = j f(t) dt (2.5.4)

-0
Pfa, 20 =P {m 2 x = j fydt =,  (2.5.5)

Similarly
P la = 0 — 2, (25.6)
On the other hand;
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+
J N f(x)dx =1/3 2.5.7)
)
Thus
+ 0
P—2 j 2 f(x) dx = 23 (2.5.8)
-0

This is the same result we got before.

3. Comparison of Theoretical and Experimental Results.

By means of scientific subroutine packages, 3 000 random
numbers were generated from standart normal distribution and
uniform distribution. We formed moving averages with two,
three, and four terms from above numbers.

Since random numbers were in the interval from 0 to 1 we
assumed all the numbers which were less than 0,50 as negative
and the ones more than 0,50 as positive.

Thus for each case we counted all the sign sequence and got
the mean length and standart deviations for all series.

Theoretical and experimental results are shown in the following table:

The number
of terms in Theoretical Uniform Normal
moving Distribution | Distribution Distribution Standart
averages @ i, a, Deviation
2 3.000 2.925 3.014 0.045
3 3.692 3.676 3.747 0.058
4 4.286 4.235 4.343 0.068

When two experimental results are compared with the theoretical result, one can
easily see that results from uniform distribution are closer to the theoretical results than
results from normal distribution. But both are within the limit of T g.



48 MAIDE ORUG AND C. GUNER OMAY
REFERENCES

[1] Kermack, W.0.: “Tests for Randomness in a Series of Numerical Observation™ Pro-
ceeding of the Royal Society of Edinburg, Vol. LVII P. 228-240, 1937

[2] Gleissberg, W.: “Bedingungen fiir die Anordnung Zufaelliger Fehler” Revue de la
Faculté des sciences de l'université d’Istanbul Ssrie A vol. XLX p. 107-126,
1947.

[3] Gékmen, T.: “Rasat Serileri i¢in Gurup dizisi Kriteryumu”

[4] Guedenko, B.V.: The Theory of Probability Chelsea Pub. Comp. 1967

[5] Generation of Random Variate, Subroutine Randu, Gauss.

OZET

Bir ¢ck uygulamal bilimlerde (Astronomi gibi) verilen bir say1 dizisinin dgelerinin

diziliginin rastgele olup olmadifimn saptanmast 6nemlidir.

Genellikle rastgele hatalarin Gauss Kanununa uydugu kabul edilir. Ancak bu
kanun bir say1 dizisiain rastgele hatalardan olustugunu géstermek bakimindan bir ge-
rek kogul olup yeter kosul degildir. Ciinkii ad1 gecen kanun sadece say:larm dagilim ile
ilgilidir, dizilisi ile ilgili degildir.Bu nedenle daha fazla gerek kosullara gereksinme vardr.

Bu makalede iki, ii¢ ve dort terimli kayan ortalamalar dizisi icin “ISARET DIZi-
SI” kogulu gelistirilmigtir. Geligtirilen bu teorik sonuclarin deneysel sopuclara uygun-

lugu da ayrica kontrol edilmigtir.
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