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Abstract 

Cloud computing technology is a model that allows access to a common pool of configurable computing resources 

whenever and wherever. With the developing technology, the use of this model is increasing day by day. There 

are many benefits of cloud computing to its users. The data that users keep in their data sets is the simplest example 

of this. With the cloud technology, the size of the data stored in databases is also increasing. For this reason, cloud 

technology and big data concepts are intertwined due to the large amount of data stored in databases. It is of great 
importance that the obtained data is evaluated by machine learning methods and produces results that can be used 

for technical and commercial purposes. In this study, first of all, cloud technology, the big data brought by this 

technology and the classification of these data with machine learning methods and algorithms have been examined. 

Then the studies in the literature were evaluated.  
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Bulut Bilişim Tabanlı Büyük Verilerin Makine Öğrenmesi Algoritmaları ile 

İncelenmesi 
 

 

Öz 

Bulut bilişim teknolojisi, yapılandırılabilir bilişim kaynaklarından oluşan ortak bir havuza, istenildiği zaman ve 

her yerden erişme imkânı veren bir modeldir. Gelişen teknolojiyle birlikte bu modelin kullanımı gün geçtikçe 

artmaktadır. Bulut bilişimin kullanıcılarına sunduğu birçok fayda mevcuttur. Kullanıcıların veri setlerinde tuttuğu 

veriler bunun en basit örneğidir. Bulut teknolojisiyle birlikte veri tabanlarında tutulan verilerin boyutu da 
artmaktadır. Bu sebeple veri tabanlarında tutulan yüksek miktardaki veriler yüzünden bulut teknolojisi ile büyük 

veri kavramları iç içe girmiş durumdadır. Elde edilen verilerin makina öğrenmesi yöntemleriyle değerlendirilmesi 

teknik ve ticari amaçlarla kullanılabilecek şekilde sonuçlar üretmesi büyük bir önem arz etmektedir. Bu çalışmada 

öncelikle bulut teknolojisi, bu teknolojinin getirmiş olduğu büyük veriler ve bu verilerin makine öğrenmesi 

yöntemleri ve algoritmaları ile sınıflandırılması incelenmiştir. Daha sonra literatürde yapılan çalışmalar 

değerlendirilmiştir. 

 

Anahtar kelimeler: Büyük Veri, Bulut Bilişim, Kaynak Tahsisi, Makine Öğrenmesi. 

 
1. Introduction 
 

In this study, cloud computing and the accompanying big data, and the interpretation of these data with 

machine learning methods were examined. Cloud computing technologies enable users to access vast 

amounts of data [1]. In addition, it enables the storage of large amounts of data in data sets. However, 
this information kept in data sets does not make sense after it is processed and the necessary inferences 

are not made. With the developing technology, it is of great importance that these data kept in data sets 

are processed and benefit institutions, companies or users. Machine learning methods can be used to 
process these large data sets that come with cloud technology [2]. There are more than one machine 

learning method in the literature [3]. Processing big data already lies in the logic of the machine learning 
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method [4]. Steps such as keeping the customer more on the site by processing the data stored on an e-

commerce site, recommending products to the customer, encouraging the customer to shop more can be 

given to the processing of the data. This process allows the e-commerce site to gain more[5]. This data 
that can be processed will now become a meaningful data for the e-commerce site. Otherwise, these data 

will not make sense. 

In this study, cloud computing and its sub-titles, machine learning methods used in cloud computing, 
and later studies conducted with machine learning methods in cloud technology in the literature are 

presented. In the last part, the title of results and the studies planned to be done in the future are 

mentioned. 

 

2. Cloud Computing 

 

Cloud computing is a widely used service-based technology that enables users to access data at a lower 
cost and faster, maintains this data, uses the internet and central servers to process and use it [6]. More 

than one definition is used in cloud computing [7]. Cloud computing can be defined briefly as a 

technology that allows access to a common pool of configurable computing resources, at any time and 
from anywhere [8]. Cloud computing is a technology that includes many services, platforms and 

infrastructures. The cloud computing platform must contain some features. The first of these is that 

cloud technology should be able to determine the resources according to the need. In other words, the 

user should be able to update the server processing time and storage space at any time. The cloud 
computing platform should allow wide network access according to the needs [9]. The user should be 

able to easily access from devices such as computers and phones. It is another desired feature of the 

cloud computing platform to be scalable. In addition, the cloud computing platform's resource pooling 
and providing instant flexibility are very important criteria [10]. Cloud computing and its subtitles are 

roughly shown in Figure 1. 

 

 
Figure 1. Cloud computing and main components 

 

2.1. Cloud Computing Actors 

 
In general, 5 main actors are focused on in cloud computing. These are Cloud Consumer, Cloud 

Provider, Cloud Auditor, Cloud Broker and Cloud Carrier [11]. 

 

2.1.1. Cloud Consumer 

 

The cloud consumer is the stakeholder supported by the cloud computing service. Cloud consumer 
represents an individual or business using the cloud service. Cloud consumer can be roughly defined as 

the beneficiary of the cloud service. The cloud consumer can get his / her preferred service from the 

services offered by the cloud provider and these services are subject to the contract they have made with 

the service provider [12]. 
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2.1.2. Cloud Provider 

 

The cloud provider is obliged to maintain the continuity of the services, especially the security and 
confidentiality of these services, by managing the required software, platform and infrastructure 

services. The cloud provider can be in an entity used by an individual, organization, or consumers [13]. 

 

2.1.3. Cloud Auditor 

 

Cloud auditor are controllers that can connect to cloud services and control these service providers by 

considering criteria such as security, privacy and performance. These auditors can be third party persons 
or organizations [14]. 

 

2.1.4. Cloud Broker 
 

Due to the developing technology, users cannot directly contact the cloud computing service provider. 

Instead, it communicates with a cloud agent. The cloud agent is an entity that regulates the relationship 
of cloud services between the user and the cloud provider, increasing performance and availability [15]. 

 

2.1.5. Cloud Carrier 

 
Cloud carrier performs connections and transfers between cloud providers of cloud services and cloud 

users. It provides software installation in the cloud infrastructure, software management, maintenance 

and support of these software [16]. 

 

2.2. Cloud Service Models 

 

2.2.1. SAAS 
 

It refers to the users' ability to connect and use internet-based applications remotely. These applications 

are based on pay-as-you-go logic. Applications such as social networks, office programs, e-mail, 
calendars can be given as examples [17]. 

 

2.2.2. PAAS 
 

It is a cloud environment that allows to deploy everything from simple-based applications to advanced 

applications in cloud computing. Programming languages, frameworks, structural data can be given as 

examples. This platform is based on pay-as-you-go logic [18]. 

 

2.2.3. IAAS 

 
It is known as the virtual infrastructure manager. It is an instant information processing infrastructure 

that is provided and managed over the Internet. It is roughly known as the virtual infrastructure manager. 

Examples include compute server, firewall, load balancer, and data storage[19]. 

 

2.2.4. CAAS 

 

The cloud server hosts an image taken from the user and allows the user to use it from anywhere. This 
brings a scalable advantage to the user [20]. An example of this is Google Cloud Run. 

 

2.3. Cloud Distribution Model 
 

Private cloud, community cloud, public cloud, hybrid cloud are the most well-known computing 

distribution models [21]. 
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2.3.1. Private Cloud 

 

An organization, institution, company or user has its own cloud infrastructure built on its own data 
centers and offers its own services. In this way, users can manage their own security and privacy policies. 

This model is not available to everyone. It belongs to the institution, organization or user. It only serves 

its own users [22]. 

 

2.3.2. Community Cloud 
 

It is the process of sharing cloud services by more than one institution or organization. These 
communities open their data canter’s to common use and use existing services together. Thus, resources 

are shared with less cost. Community clouds are often related to each other [23]. 

 

2.3.3. Public Cloud 

 

This cloud, which is accepted as a standard, offers application and infrastructure services to users by a 
third party cloud provider. It is possible for more than one user to access the services offered here. Since 

all services such as hardware and infrastructure are provided by the service provider, it is easier and less 

expensive to install than other cloud models. This cloud model is charged by the amount used by the 

user [24]. 

 

2.3.4. Hybrid Cloud 

 
They are structures where at least 2 cloud models are used together. This cloud model is intended to 

work together with cloud-based systems brought together. With this cloud model, a more flexible 

working platform is provided. The main goal here is to provide a better cloud service [25]. 

 

3. Cloud Computing and Machine Learning 

 

It has become an important issue to examine the data in the big data sets coming with cloud computing 
with machine learning methods [26]. It is of great importance to process these data in public and 

commercial areas. These data are of great importance in the public and private sector. Considering this 

for an e-commerce site, it is a big problem that a customer makes inferences from which product he is 
looking at, recommends other products to the customer accordingly, and also keeps the customer on the 

site. Big data, cloud computing systems and machine learning methods will increase both production 

efficiency and sales capacity and provide a great decrease in costs [27]. Due to all these features, 

machine learning methods can be used to process this data. Machine learning is roughly as given in 
Figure 2. 

 
Figure 2. Machine learning approaches 
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3.1. Supervised Machine Learning 

 

The basic logic of supervised machine learning is the learning of the network by giving sample data to 
the network. The trained network is required to produce the closest result to the desired value for the 

new inputs that will come later [28]. This process is roughly given in equation 1. 

 

𝑌 =  𝑓 (𝑋)                                                                                                                                             (1) 

 

X: input values, Y: output values 

It is possible to categorize supervised machine learning in 3 classes. 

 

3.1.1. Classification 

 
It is the process of separating these data into categories by making a conclusion from the data observed 

with the machine learning algorithm and determining which category belongs to the new data that will 

come later. This method can be used if it is desired to categorize the roughly used data. The number of 
classes is not important here, the important thing is that the data is labelled [29]. The label refers to the 

class of the data. With the developing technology, there are more than one classification method 

currently used [30]. The most known methods are given in figure 2. 

 Naive Bayes: The naive bayes classification, which is a statistical classification method, is 
based on the bayes theorem in statistics. The probability of whether the available data belongs to the 

specified classes is evaluated. It contains the logic of probabilistic calculation of the effect of each 

criterion of the data on the result. Naive Bayes method is frequently used in cloud technologies due to 
its simplicity and simplicity compared to other classification algorithms [31]. Naive bayes data 

classification is roughly given in Figure 3. 

 

. 
Figure 3. Naive bayes data classification 

 

 Support Vector Machines: Support Vector Machines is a technique used to logically separate 

data belonging to more than one class from each other in the most appropriate way. For this, decision 
boundaries or in other words, hyper planes are determined. Support vector machines can produce 

successful results in high dimensional spaces. In addition, memory is used efficiently thanks to the 

training points they have used. The data set used can be of 2 types. The first of these are data sets that 
can be decomposed linearly and the other is nonlinearly decomposable [32]. Data sets that can be linearly 

separated and not linearly separated by using support vector machines are roughly shown in Figure 4. 
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Figure 4. SVM classification notation 

 

 Discriminant Analysis: Discriminant analysis method is a preferred method to make the data 

easier to separate in cases where more data sets are complex. It uses the covariance matrix to perform 
this process. DA examines the distribution of classes to distinguish between classes in the data set and 

uses the difference between the average values of these classes. It examines the distribution of classes 

and uses the difference between their mean values to distinguish between classes [33]. PCA and LDA 

are the most widely used methods. 
 K- Nearest Neighbors (KNN): The KNN algorithm is an algorithm that works by looking at 

the proximity of the data to be classified to k of the previous data. In the classification phase, test and 

training data are compared with each other. In these comparisons, Euclidean connection is more 
preferred in measuring neighborhood distances. This method can be preferred to extract information 

from the large data sets that come with cloud technology [34]. This algorithm is a type of algorithm that 

can be successful against noisy data. 

 

3.1.2. Decision Tree 

 

Decision trees are one of the most preferred methods in classification. Decision trees have a predefined 
variable. Due to their structure, they have a structure that expands from the top to the bottom. Decision 

trees are a method used to divide data sets that have a large number of data into smaller clusters. It is a 

hierarchical data structure that represents data with a divide and conquer strategy. Being easy to 
understand and interpret, and processing both numerical and categorical data are the reasons why this 

method is frequently preferred. Decision trees consist of knots and leaves [35]. The structure of the 

decision tree is shown in Figure 5. In the figure, every internal node tests a feature. Leaf node 

corresponds to the attribute value. Each leaf node assigns a classification. 
 

 
Figure 5. Decision Tree 

 

3.1.3. Regression 

 

Regression analysis is one of the main areas of statistical science. The process of predicting the 

behaviour of a random variable using a model. Here, the relationships of dependent and independent 
variables with each other are examined. Thanks to this relationship between variables, the modelling or 
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estimation process is performed. There are more than one type of regression used in statistics [36]. In 

this study, the most frequently used methods in the classification of big data sets that come up with cloud 

technology are mentioned. 
 Linear Regression: If there is a linear relationship between the predicted data and the variables 

in the study, linear regression is preferred [37]. Linear Regression curve and the representation of the 

data are given in Figure 6. 

 
Figure 6. Linear Regression 

 

 Polynomial Regression: If the distribution of available data is not linearly distributed, then it 

will not be possible to draw a linear regression curve. In this case, polynomial regression can be used to 
divide the data set. The regression curve to be drawn is polynomial and is given in Figure 7. 

 
Figure 7. Polynomial Regression 

 

3.2. Unsupervised Machine Learning 
 

Unsupervised learning models are in the descriptive model category. Because here the models are not 

meant to predict a particular outcome. In these methods, the relationships between the data in the data 
sets are revealed. Through the detected relationships, the data are divided into groups according to their 

proximity. In this way, the new data that comes as input is taken into the relevant group according to the 

proximity [38]. 

 

3.2.1. Clustering Algorithms 

 

It is aimed to obtain a homogeneous sub-data group from a heterogeneous data group by dividing the 
data into clusters consisting of similar elements. Most of the clustering methods use distances between 

data. The most common of these are Euclidean distance, Manhattan distance, and Minkowski distance. 

The main methods used in clustering methods are given respectively [39]. 
 Hierarchical Methods: Hierarchical methods are based on grouping objects in the form of a 

tree structure called dendogram. These methods do not need to know the number of clusters. These 

methods are the methods that enable the gradual combination of sets considered separately. There is 
more than one hierarchical method in the literature. The best known of these are the closest neighbor 

algorithm and the furthest neighbor algorithm. 

 Partitioning Methods: Partition methods are the process of dividing a database of n objects 

into k sections specified as input parameters. Each data in the database is placed in one of the k sections 
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according to the difference function. Each section obtained here is called a cluster. K-means algorithm 

and k-medoids algorithm are among the most known algorithms. 

 Density Based Methods: A threshold value is determined in density-based methods. Then, 
according to this threshold value, the distribution of objects is computed with a density function and 

decomposed into clusters. These are the methods with high success in finding clusters. It can be used 

comfortably in cloud computing as it is not affected by noise and exceptions much. 
 Grid Based Methods: This method uses grid structures consisting of a finite number of square 

cells to examine the data space. Cloud computing is among the methods that can be preferred, as they 

can work independently of the number of objects in the database due to the grid format they use. 

 Model Based Methods: In this method, the data are expressed with an algebraic model. Model-
based methods are among the preferred models in cloud computing because they use the statistical 

approach and artificial intelligence approach. 

 

3.2.2. Hidden Markov Model 

 

In this model, situations cannot be observed from the outside, only the observation outputs of each 
situation can be viewed. In this model, all observations are independent of the model. The Markov 

process provides probabilistic information about the future state of an event happening now. The usage 

area of this model is quite wide. This model is widely used in many areas such as marketing, education, 

and finance [40]. Therefore, this model is among the models that can be used in cloud computing. 

 

3.2.3. Association Rules 

 
Association rules are a method that resolves the situations of co-occurrence of events. Association rules 

are also used to define simultaneous partnerships. It can find the relationships between data different 

from the big data sets emerging with cloud computing and perform the interpretation process. It is used 

extensively, especially in the marketing sector. In addition, it is used in many fields such as economy, 
telecommunication, e-commerce, health and marketing due to its usefulness and easy understanding 

[41]. It is possible to categorize the algorithms used in association rules extraction under two headings 

as sequential and parallel. 
 Sequential Algorithms: While creating association rules, it is accepted that many data are 

defined sequentially and kept in databases in this way. It is an approach that provides convenience when 

creating object sets of ordered objects in sorting algorithms. Ais, Apriori, Setm, Partitioning algorithm, 
Sampling algorithm, Carma and Fp-Growth are the most well-known sequential algorithms [42]. This 

group constitutes the most preferred algorithms group in cloud computing. 

 Parallel and Distributed Algorithms: Parallel algorithms focus on paralleling the process of 

finding object clusters. Parallel and distributed algorithms generally work on paralleling logic. In the 
working logic of these algorithms, either the data is parallelized or the task is parallelized. While 

processing large amounts of data sets that come with cloud computing, the parallel features of these 

models can be used. Count Distribution, Parallel Data Mining, Distributed Mining Algorithm, Common 
Candidate Partitioned Database, Data Distribution, Intelligent Data Distribution, Skew Handling and 

Hybrid Distribution are the most well-known algorithms [43]. Since these algorithms can work in 

parallel, they have taken their place among the preferred algorithms in cloud technology. 

 

3.3. Reinforcement Machine Learning 
 

Reinforcement learning is an approach that learns from past experience what choices need to be made 
to reach the highest value. The difference of this algorithm from classical methods is that it does not 

need prior knowledge. 

 

3.3.1. Artificial neural networks 

 

Artificial neural networks are designed with inspiration from the human brain. The learning process is 

carried out with mathematical models. Artificial neural networks consist of many cells and these cells 
can perform complex tasks. These networks can be trained with different learning algorithms. They can 
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be used in many areas such as pattern recognition and classification. Since they have a wide range of 

uses, they have taken their place among the most preferred methods in cloud computing [44].  

 Deep Learning: Deep learning is one of the most popular machine learning methods in recent 
years. Deep learning architectures consist of multiple layers. The exit of each layer becomes the entrance 

of the next layer. In deep learning models, feature maps are extracted and models are trained. The trained 

models are then tested with test data and the performance performances of the models are evaluated. 
Outputs are estimated according to the given input data. After the models are trained, new data are 

placed in the relevant class. Deep learning is widely used in many areas such as face recognition, speech 

recognition, image processing, cyber-attack analysis, and alarm systems. Deep learning is among the 

most used methods in cloud computing [45]. 

 

4. Literature Review 

 
Zhang et al. Investigated intelligent cloud resource management with deep intelligent empowerment 

methods in their study in 2017. They stated that cloud computing provides low-cost and flexible 

hardware and software resources over the internet. They also stated that there is an increasing trend 
towards using machine learning to improve the intelligence of cloud management. In their study, they 

stated that they examined a smart cloud resource management architecture that includes comprehensive 

empowerment learning. They stated that one of the best algorithms in this type of learning is DQN 

learning and the main idea of this is to create a Q table. They also talked about the Markov decision 
process in their work [46]. 

Barnes did a detailed study on Azure machine learning in 2015. He explained in detail what 

machine learning is, the relationship of machine learning with cloud computing, training networks, 
testing models, client and server applications. He also detailed the relationship of cloud computing with 

regression analysis and clustering methods [47]. 

Botchkarev aimed to evaluate the Performance of Regression Machine Learning Models in 

cloud-based Azure Machine Learning Studio in his study in 2018. He performed this process by using 
Multiple Error Measures in his study [48]. 

Rajagopal et al. Conducted a performance analysis of binary and multi-class models using cloud 

computing azure machine learning methods in their study in 2020. In addition, they used more than one 
classifier in their study [49]. 

Abdelaziz et al. Proposed a machine learning model to improve healthcare services in a cloud 

computing environment in their study in 2018. Recently, they stated that cloud computing has been 
widely used in the field of health, but choosing the optimum virtual machine is very difficult. In order 

to avoid the difficulty of selecting the optimum virtual machine based on incoming medical demands, 

they proposed a new model based on the cloud environment using Parallel Particle Swarm Optimization. 

In addition, they stated that the model they proposed was more successful than the other models in the 
literature [50]. 

Tuli et al. Stated in their study in 2020 that they aimed to predict the growth and trend of the 

COVID-19 epidemic using machine learning and cloud computing. They stated that they proposed a 
new model to predict the impact of the Covid19 outbreak, and that this model was based on real-time, 

cloud computing and machine learning. In addition, they calculated the metrics values of many countries 

in their study [51]. 
Wang et al. Used Machine Learning approaches for Cloud Computing Supported Resource 

Allocation in their study in 2018. They stated that since most of the resource allocation problems are 

not convex, it is difficult to get optimal solutions in real time. They stated that the system they proposed 

was more successful than traditional resource allocation methods [52]. 
Zhang et al. Used machine learning methods for resource allocation in cloud computing in their 

study in 2018. They stated that resource allocation in cloud computing is an NP problem and cannot be 

solved in polynomial time. In their study, they used machine learning methods to model and analyse the 
multidimensional cloud resource allocation problem. They proposed two resource allocation algorithms 

based on linear and logistic regression. They stated that the algorithms they proposed got good results 

[53]. 

Chiba et al. Stated in their study in 2019 that cyber-attacks have increased with the advancing 
cloud technology and that attacks from outside may occur. They stated that they recommended a 
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machine learning-based intrusion detection system to detect and prevent these anomalies and attacks. 

They stated that their models are successful in detection rate and they can be used comfortably in cloud 

computing [54]. 
Zekri et al. Stated in their study in 2017 that they performed DDoS attack detection using 

machine learning techniques in cloud computing environments. They used decision trees, one of the 

machine learning classifiers, to detect DDoS attacks. They compared their results with traditional results 
[55]. 

Table 1. Studies on the subject 

Article Year Language Subject 

[46] 2017 English 
Investigated intelligent cloud resource management with deep 

intelligent empowerment methods 

[47] 2015 English 
Relationship of machine learning with cloud computing, training 

networks, testing models, client and server applications 

[48] 2018 English 
Performance of Regression Machine Learning Models in cloud-

based 

[49] 2020 English Using cloud computing azure machine learning methods 

[50] 2018 English 
Machine learning model to improve healthcare services in a cloud 

computing environment 

[51] 2020 English 

Proposed a new model to predict the impact of the Covid19 

outbreak, and that this model was based on real-time, cloud 

computing and machine learning 

[52] 2018 English 
Used Machine Learning approaches for Cloud Computing 
Supported Resource Allocation 

[53] 2018 English 
Used machine learning methods for resource allocation in cloud 

computing 

[54] 2019 English 
Using machine learning in cyber-attacks with the developing 

cloud technology 

[55] 2017 English 
DDoS attack detection using machine learning techniques in 

cloud computing environments 

 

5. Conclusion 

 
Studies involving cloud computing and machine learning have started to be carried out especially in 

recent years. Developing cloud technology brings along big data sets. In order for these data sets to 

become meaningful, machine learning methods should be used effectively. Processing these data sets 
with other methods is a very difficult process. Machine learning has recently become one of the most 

important issues such as cloud computing. We believe that these studies should produce instant results 

via cloud computing in order to yield effective results. In particular, instant evaluation of critical data is 

of great importance. 
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