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ABSTRACT 
 

The amount of data available in the electronic environment is increasing day by day with the development of technology.  It 

becomes challenging and time-consuming for the users to access the information they desire within this increasing amount of 

data. Automatic text summarization systems have been developed to reach the desired information within texts in a shorter 

time than manual text summarization. In this paper, a new extractive text summarization model is proposed. In the proposed 

model, the inclusion of sentences of a given text in the summary is decided based on a classification approach. Also, the 

effectiveness of widely used features for automatic text summarization in the Turkish language is evaluated using sequential 

feature selection methods. The evaluations were carried out specifically for Turkish texts in the categories of economy, art, 

and sports. The experimental work justified the proposed text summarization method’s performance and revealed how 

effective the features are. 
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1. INTRODUCTION 
 

Text summarization is the task of attaining a shorter version of one document or multiple documents 

in which the same main idea and prominent information are covered. If the summarization of a text is 

carried out by a computer, it is called automatic text summarization [1]. Nowadays, it is tough to 

acquire the brief data we want to obtain in the informational convergence. The study of summarizing 

one text or multiple texts by people to obtain essential data takes a long time and is difficult. 

Therefore, automatic text summarization systems are developed to reach the desired data quickly and 

easily. 

 

Text summarization can be categorized as abstractive and extractive. In the abstractive summarization, 

the data in the original text is shortened and rewritten or paraphrased using linguistic features. As 

mentioned in [2], abstractive summarization is more complicated than extractive summarization and 

has not been reached a mature level yet. The same study also stated that none of the automatic text 

summarization systems is as successful as human assessors. On the other hand, in the extractive text 

summarization, the sentences chosen for the summary are not changed. Since the development of the 

system using this summarization method is less complex than abstractive summarization, many studies 

have preferred this approach rather than abstractive summarization [3-7]. 

 

The first study on text summarization in the English language [3] proposed a model that calculates the 

scores of sentences using term frequencies. Furthermore, the sentences which had high scores were 

parts of the summary in the proposed model. In [4], which is the first study in the Turkish language, 

term frequencies, and the location of sentences play prominent roles for text summarization. In [5], the 

authors proposed a text summarization system in the Indonesian language designed with a semantic 
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analysis approach aiming to determine the similarity between sentences by using vector values of each 

sentence with the title. Further, in [6], the scores of sentences were used to determine which sentences 

were in summary with the help of a neural network. In that system, the features such as “title 

relevance,” “relative length of a sentence,” and “frequency of words,” which were extracted for the 

given input, were normalized from zero to one.  These weights were used as the inputs for a feed-

forward neural network. The output score, which shows the importance of the sentences, was obtained 

after implementing a feed-forward neural network. The sentence selection was performed by using 

these scores, and as a consequence, the summary was generated. Another study on extractive text 

summarization [7] focused on singular value decomposition. In this approach, Steinberger & Jezek 

and cross methods were used to select the sentences that are part of the summary. In [8], a text 

summarization system based on deep learning was implemented. The system was tested by using the 

Turkish dataset of news which has 13 different classes. The effects of the combinations of four 

criteria, which are "coverage," "redundancy-reduction," "relevance" and "coherence," on the 

performance of text summarization were examined in [9]. Eleven different combinations, including 

double, triple, and quadruple combinations, were tested in that study. It was observed that the 

"redundancy reduction" criterion affected the results the most, and the "coherence" criterion affected 

the result the least. 

 

In line with the above-mentioned studies, a new extractive text summarization model is proposed in 

this paper. Also, the contributions of widely used features to automatic text summarization in the 

Turkish language is evaluated using sequential feature selection methods. The experimental studies 

were carried out using three different datasets. The first dataset consists of 100 texts in the categories 

of economy, arts, and sports. The second dataset [1, 10] consists of 20 texts in various categories: 

economy, art, health, and sports. The third dataset was produced by combining these two datasets. 

 

The remaining of the paper is organized as follows: Section 2 describes the framework of the proposed 

model, including the dataset, preprocessing, sentence selection, feature selection, classification 

methods, and the new summarization model. The experimental work and results are discussed in 

Section 3. Finally, Section 4 presents the conclusions and possible future works.  

 

2. FRAMEWORK OF THE PROPOSED MODEL 

 

The framework of the system, which is shown in Figure 1, utilizes a Turkish dataset and includes 

preprocessing steps, features, feature selection methods, and classification algorithms. Each of these 

aspects is explained in the following subsections. 

 

 
 

Figure 1. The framework of the proposed model 
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2.1. Datasets 

 

Two datasets, namely Dataset I and Dataset II [1, 10], were used in Turkish news on the economy, 

sports, and art categories to investigate the contribution of eight different features to the success of text 

summarization. The documents in Datasets I and II were summarized by 5 and 30 different assessors, 

respectively. Also, a third dataset, namely Dataset III, is constituted by combining Datasets I and II. 

The attributes of these datasets are summarized in Table 1. During the experiments, no experiment 

was carried out specific to Dataset II due to its relatively small size. Instead, Dataset II was used to 

expand Dataset I and form Dataset III.  
 

Table 1. The attributes of the datasets 

 

Attribute Dataset I Dataset II Dataset III 

# Documents 100 20 120 

# Sentences in Documents 1265 201 1466 

Minimum Sentences/Document 4 7 4 

Maximum Sentences/Document 42 10 42 

 

2.2. Preprocessing 
 

It has been proven that preprocessing improves the performance of automatic text summarization 

systems [5, 11, 12]. Therefore, in this stage, tokenization was applied to texts so that texts are split into 

sentences and sentences into words (or terms). Also, stop-word removal and stemming were applied as 

well. In the stemming step, Zemberek [13], a Turkish natural language processing library, was 

utilized. Following these preprocessing steps, the sentence selection methods, which are explained in 

the next subsection, were applied. 
 

2.3. Features 
 

In this paper, the contributions of eight widely-used features to automatic text summarization 

performance were evaluated. These features are summarized in Table 2. It should be also noted that all 

features were normalized to a range of [0,1] for further processing.  

 
Table 2. The list of features 

 

Feature No Feature Name 

f1 Resemblance to the First Sentence 

f2 Resemblance to the Last Sentence 

f3 Location 

f4 Length 

f5 Term Frequency 

f6 Presence of “?” and “!” 

f7 Number of Numerical Characters 

f8 Number of Nouns 

 

The descriptions of the features are as follows: 

 

f1 - Resemblance to the First Sentence: The value of this feature for a given sentence is obtained 

based on the similarity of that sentence to the first sentence in the document. The similarity is 

calculated using the cosine similarity [14] as formulated in (1). 

𝑆𝑐𝑜𝑟𝑒𝑓1(𝑆𝑖) = cosine(𝑆𝑖 , 𝑆𝑓𝑖𝑟𝑠𝑡) (1) 
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f2 - Resemblance to the Last Sentence: The value of this feature for a given sentence is obtained 

based on the similarity of that sentence to the last sentence in the document. The similarity is 

calculated using the cosine similarity [14] as formulated in (2). 

𝑆𝑐𝑜𝑟𝑒𝑓2(𝑆𝑖) = cosine(𝑆𝑖 , 𝑆𝑙𝑎𝑠𝑡) (2) 

f3 - Location: This feature was proposed by Edmunson [15] and applied based on the fact that certain 

sentences in the document have a higher probability of specifying the subject [14]. Equation (3) is 

used to compute the value of this feature for a sentence (Si) in a given document, where TotNS is the 

total number of sentences and PSi is the position of Si in the document. 

𝑆𝑐𝑜𝑟𝑒𝑓3(𝑆𝑖) = (TotNS − P𝑆𝑖)/TotNS (3) 

f4 - Length: The value of this feature for a given sentence corresponds to the number of words in that 

sentence [1]. 

 

f5 - Term Frequency: The value of this feature for a given sentence is calculated by adding the term 

frequencies of each term in the sentence [1, 16]. The term frequencies are computed considering the 

entire document that contains the sentence of interest. The term frequency is calculated as formulated 

in (4). 

𝑆𝑐𝑜𝑟𝑒𝑓5(𝑆𝑖) = ∑ Frequency of words in Si (4) 

f6 - Presence of “?” and “!”: The value of this binary feature for a given sentence is 1 if the sentence 

contains a question mark or exclamation mark. Otherwise, it is 0 [14].  

 

f7 – Number of Numerical Characters: The value of this feature for a given sentence corresponds to 

the number of numerical characters [14]. 

 

f8 – Number of Nouns: The value of this feature for a given sentence corresponds to the number of 

nouns in the sentence [1]. The nouns are detected using the Zemberek library [13]. 

 

2.4. Feature Selection 

 

Feature selection methods are mainly divided into three categories, namely filter, wrapper, and 

embedded methods [17]. These methods are used in many fields, such as text mining [18-21], spam 

mail detection [22], and classification problems [23-25]. In filter methods, feature selection is 

independent of the classification algorithm. In wrapper methods, on the other hand, subsets of a full 

feature set are selected based on their performance in classification algorithms, where performance is 

usually measured using the classification accuracy or similar metric [26]. On the other hand, 

embedded methods contain both a classification algorithm and a feature selection method, 

classification, and feature selection operate simultaneously [26]. In this study, two different wrapper 

methods, including sequential forward selection (SFS) and sequential backward selection (SBS) were 

used to find the best subset of 8 features explained in the previous subsection. These suboptimal 

feature selection methods are widely used due to their speed and simplicity [27]. The search begins 

with an empty set for SFS. A feature is added to the selected subset at a time. In this way, the new 

subset maximizes the criterion function. This process is ended when this subset has the desired number 

of features. On the other hand, the search begins with all input features for SBS. A feature is 

eliminated from the feature set at a time. Therefore, the resultant subset maximizes the criterion 

function. This process is ended when the resultant feature set has the desired number of features. 
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2.5. Classification Algorithms 

 

Text classification is one of the important and useful methods used in data mining and applied to 

various areas such as spam e-mail filtering, web page classification, and topic detection [28]. In our 

work, the decision tree (DT), which is a classifier algorithm in the form of a tree structure [29], and the 

artificial neural network (ANN), which is a computational model inspired by biological neural networks 

[30], were used as the classification algorithms due to their proven efficiency in various domains. 

 

Decision trees contain special decision rules organized in a tree structure. In text classification, the 

document space is divided into non-overlapping areas at the decision tree's leaves. The prediction 

process is carried out on each leaf [29]. 

 

ANN is adapted from a simplified and concise view of neurons connected in layers to organize 

networks. ANN is used in many fields such as classification, control systems, and pattern recognition. 

ANN is a widely used method due to its fault tolerance, reliability, and learning ability [30]. 

 

2.6. The Proposed Summarization Model 
 

A new extractive text summarization model is proposed in our work, where the summarization process 

is handled as a binary classification problem. For that purpose, the sentences in the datasets were 

labeled as “in-summary” and “out-summary”. For that purpose, it was determined how many assessors 

have labeled each sentence in the documents as a summarization sentence. If the majority of assessors 

have decided that the sentence will be in summary, this sentence of the document was labeled as "in-

summary"; otherwise, it was labeled as “out-summary”. The sentence labeling algorithm is 

summarized below. The classification models are trained using the features extracted from the labeled 

sentences to determine whether a sentence will be in summary or out of summary. 

 
Sentence Labeling Algorithm 

 

 

 D={Si | i=1,2,…,N} represents the sentences in a given document where N is the total 

number of sentences. 

 A is the total number of assessors. 

 votei,j  represents the vote of Aj for Si. 

 The weights of each sentence are calculated as  

weightSi= sum(votei,j),  j=1,2,….,A. 

 Top-M sentences with the largest weightSi are labeled as “in-summary” where M is 

calculated as  

M=ceil(k × N), 

where k defines the ratio of sentences used in the summary and    defined to be 0.35 as 

indicated in [1]. 

 The remaining sentences are labeled as “out-summary” 
 

3. EXPERIMENTAL WORK 
 

During the experimental work, automatic text summarization is handled out using the proposed 

summarization model that is explained in the previous section. As mentioned earlier, the proposed 

model was evaluated on Datasets I, II, and III. For Dataset I, the documents from the categories of 

economy, art, and sports were used. For Datasets II and III, the documents from the categories of 

economy and sports were used. During the experiments, 10-fold cross-validation technique is used to 
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evaluate the results. The contribution of 8 features was determined using the DT and ANN classifiers 

together with the SFS and SBS feature selection methods.  
 

Specifically, four groups of experiments were performed in the study. In the first and second 

experiments, the proposed classification-based summarization model was tested respectively on Dataset I 

and III. In the third and fourth experiments, the summarization model proposed in [1, 10] was employed 

using only the best feature subsets selected in the former experiments rather than the full feature set. 
 

The results of the first two experiments are presented in Tables 3 and 4, respectively, where the 

selected features are marked, and the highest accuracies are indicated in bold. 
 

Table 3. The results for Dataset I in the category of (a) economy (b) art (c) sports. 

 

Feature 

Selection 
ALL SFS SBS 

Classifier DT ANN DT ANN DT ANN 

Accuracy 76.05 77.84 79.24 80.84 78.44 80.64 

f1  
 

 
 

f2  
 

  

f3    
 



f4  
   



f5  
    

f6  
    

f7  
 

  

f8  
    

(a) 

Feature 

Selection 
ALL SFS SBS 

Classifier DT ANN DT ANN DT ANN 

Accuracy 74.10 72.18 79.34 78.79 77.14 78.51 

f1       
f2    

 
f3   

  


f4  
   

f5  
    

f6  
    

f7  
 


 

f8  
  

 
 

(b) 
 

Feature 

Selection 
ALL SFS SBS 

Classifier DT ANN DT ANN DT ANN 

Accuracy 71.57 68.33 72.82 74.81 72.57 74.06 

f1  
 

  

f2   
 


 

f3      

f4    
 



f5  
  

 

f6   
   

f7  
   



f8   
   

(c) 

 

Table 4. The results for Dataset III in the category of (a) economy (b) sports. 

 

Feature 

Selection 
ALL SFS SBS 

Classifier DT ANN DT ANN DT ANN 

Accuracy 75.70 75.70 77.02 78.18 77.02 79.67 

f1     


f2  
  



f3      

f4   


 

f5  
   

f6  



 

f7  


  

f8   
  

(a) 

Feature 

Selection 
ALL SFS SBS 

Classifier DT ANN DT ANN DT ANN 

Accuracy 70.06 66.67 71.95 74.73 71.97 73.04 

f1   


 

f2  







f3  



 

f4  
  



f5  
   

f6  
  



f7  
   

f8  
  



 (b) 
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When the classification results obtained in all three categories are considered, it is seen that using 

appropriate feature subsets rather than using all features provides higher classification performance. 

Considering the feature selection methods, it was observed that the features selected by the SFS 

method are more effective than those selected by the SBS method. Also, the features "Resemblance to 

the First Sentence (f1)" and "Location (f3)" were used in common to obtain the highest summarization 

performance for all categories in Dataset I. 

 

To compare the performance of the proposed method, documents in the studies [1, 10] were used. As 

shown in Table 4, the features “Resemblance to the Last Sentence (f2)” and “Location (f3)” were used 

in common to obtain the highest summarization performance for all categories in Dataset III.  

 

For the first two experiments, the experimental results listed in Tables 3 and 4 were obtained by the 

proposed classification-based summarization model.  On the other hand, for the third and fourth 

experiments, the score values (f1, f2, f3, f4, f5, f6, f7, f8) obtained from the used features are summed 

for each sentence in the text. Achieved scores of the sentences are listed in ascending order. 35% of them 

with the highest score are labeled as “in-summary,” and the others are tagged as an “out-summary” 

sentence. The success rate (SR) employed in [1, 10] was used for a fair comparison as formulated in (5). 

Success Rate =
|S ∩ T|

S
  (5) 

In this equation, S is the number of sentences that are selected to be in the summary by the 

summarization model, and T is the number of sentences that are selected to be in the summary by the 

assessors. The experimental results obtained in the third and fourth experiments together with the best 

results obtained in the first two experiments are comparatively presented in Table 5. 

 
Table 5. Comparison of the results of the four experiments. 
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1 I Economy ANN SFS 80.84 4 (f1,f2,f3,f7) 77.84 (ANN) 

2 III Economy ANN SBS 79.67 4 (f2,f3,f4,f7) 75.70 (DT/ANN) 

3 I Economy Eq.(5) - 50.23 4 (f1,f2,f3,f7) - 

4 III Economy Eq.(5) - 55.45 4 (f2,f3,f4,f7) - 

1 I Art DT SFS 79.34 3 (f1,f2,f3) 74.10 (DT) 

3 I Art Eq.(5) - 59.46 3 (f1,f2,f3) - 

1 I Sports ANN SFS 74.81 3 (f1,f3,f4) 71.57 (DT) 

2 III Sports ANN SFS 74.73 2 (f2,f3) 70.06 (DT) 

3 I Sports Eq.(5) - 58.64 3 (f1,f3,f4) - 

4 III Sports Eq.(5) - 54.67 2 (f2,f3) - 

 

As shown in Table 5, it is observed that using ANN classifier and SFS feature selection method in the 

economy and sports categories for Dataset I, the accuracy is improved by around 3%. The feature 

"Location (f3)" is available in all of the most successful feature combinations. Besides, the feature 

“Number of Numerical Characters (f7)” plays an active role in these combinations. Also, the ANN 

classifier is the most successful one in the economy and sports categories. However, the highest 

accuracy is attained using the DT classifier in the art category. Moreover, among eight features, it is 

apparent that there are no contributions of “Term Frequency(f5)”, “Presence of “?/!”(f6)” and 

“Number of Nouns (f8)” to the success of text summarization.  
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4. CONCLUSIONS 

 

In this paper, a new extractive text summarization model is explicitly proposed for Turkish texts. In 

the proposed model, the inclusion of sentences of a given text in summary is decided based on a 

classification approach. Also, the contributions of widely used features to summarization performance 

are evaluated using feature selection methods. The evaluations were carried out for different datasets, 

including news texts on the economy, art, and sports. The results of the experimental work show that 

text summarization performance can be improved using appropriate features. The experiments also 

verified the performance of the proposed model and revealed the effectiveness of the features utilized. 

The evaluation of different features and text topics as well as performing topic classification before 

text summarization remain interesting future works.  
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