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INTERVAL ESTIMATORS FOR THE PARAMETERS OF THE
NORMAL DISTRIBUTION

F. OZTURK AND .LKARABULUT

ABSTRACT. In this article we review unbiased, shortest, equally tailed and
uniformly most accurate (UMA) interval estimators for the parameters of the
normal distributon. MATLAB codes are presented for statistical computa-
tions. :

1. INTRODUCTION

Let, X1, X2, X3,..., X, be i.i.d. random sample with p.d.f. f(;0), 6 € © C
R. For an observed value x = (z1,%2,23,...,2,) of the random sample X =
(X1, X2, X3, ..., Xp), an interval estimate of § is any pair of functions L(x) and
U(x), that satisfy L(x) < U(x) for all x values in the sample space, resulting with
the inference, that the interval [L(x), U(x)] contains 6 with some probability. The
random interval C(X) = [L(X),U(X)] is called an interval estimator for . The
probability P (8 € C(X)) is called the coverage probability of C(X), and its in-
fimum, 328 Py (6 € C(X)), is called confidence coefficient. An interval estimator

together with a confidence coefficient is called a confidence interval. A confidence
interval with confidence coefficient equal to some value, say 1 — a, (a € (0,1), is
simply called a 1 — & confidence interval.

In using the standart for obtaining a confidence interval for 8, one seeks a random
variable, called pivotal quantity, Q(X, 8), whose distribution is independent of 6.
Then, in a number of standart situations, the probability statement,

P(a<QX,6)<b)=1-a

is converted to,

B(LX)<0<UX)=1-a.
A 1—a confidence interval C(X) = [L(X), U(X)] is called equally tailed interval
for 0, if
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Py (0 € (—00, L(X))) = Fs (8 € (U(X),00)) =1 .

The lenght of a confidence interval C(X) = [L(X), U(X)) is the random variable,

¢((C(X)) =U(X) - L(X).

It is quite possible that there exist more than one confidence interval for 8 with
the same confidence coefficient 1 — a. In such a case, it is obvious that we will
be interested in finding the shortest confidence interval within a certain class of
confidence intervals.

A 1 - o confidence interval C(X) = [L(X), U(X)] is unbiased for 6, if the
probability of false coverage Py (' € [L(X), U(X)]) <1—aforall6 €O, §' #6
[1,3,5].

A confidence interval that minimizes the probability of false coverage over a class
of 1 — o confidence intervals is called a uniformly most accurate (UMA) confidence
interval. Such confidence intervals can be constructed by inverting the acceptance
region of uniformly most powerfull (UMP) tests. The correspondence between UMP
test and UMA intervals carries over to UMP unbiased tests and UMA unbiased
intervals [1,5].

2. CONFIDENCE INTERVALS FOR THE MEAN OF THE NORMAL DISTRIBUTION

Let X = (X1, Xa2,..., X)be a sample from normal N(u,o?) distribution with

parameters x € R and 02 € (0,00). Sufficient statistics for p and o2 are X,, =
n

Xi/n and S2_, = X; ~ X)?/n — 1.0bvious choices for a pivotal quantity
i=1 =
1= 1=
for p are,

Qu(X, 1) = ’ff’;%"

~ N(0,1)
and _
QX p) = 2 ~ by
Sn—l/\/T_Z
depending upon whether o2 is known or not known. Now, from
Pa<iX,0)<b)=1—-a

we can write,

— o S o

Then, the class of 1 — a confidence intervals based on the pivotal quantity ¢, is,
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Clz{C(Xab) C(X,a,b) = [ —bf,Xn—a%],

a,beR,a <b,P,(n € C(X,a,b) = 1—a-}

The length for an element of this class is

Z(C’(Xab)_\/_(b a).
In order to find the shortest interval in the class C; one has to solve the following
problem.

goal : min —q—(b —a)

a,b \/ﬁ

constraint : /le (9ddg=1-a

As a result, a and b are determined as, b = —a = 2,_4/2 giving the shortest 1 — a
confidence interval [Xp, — z1_a/20/v/, Xn + 210720 /v/] [1,4].
By a similar discussion for @z, the shortest 1 — o confidence interval in the class,

Ca= {C(X, a,b) : C(X,a,b) = [;zn _pSn 5 Sn—l] ,

Va TR
a,beR,a<b,Pﬂ(u€C(X,a,b)):l—a—}

can be obtained as [)_(n —tne11-a/250-1/V7, Xn 4 tn-11~a/25 _1/\/1'_&].

As it can be seen, these shortest 1 — a confidence intervals are also equally tailed
confidence intervals for p.

Now, do they are unbiased? Let, u # p/, ¢/ = p+ )\% for some A € R. Then
we have,

—~ o = o
P, (Xn - zl—a/‘Z'ﬁ << Xn+ 21—0/2%>

=PI_4(X — 21— a/g\/—<ﬂ+)\\/___X +Z1_a/2\/_.)
=P (' —Zlca2 +ASZ < 21_gp2+ )\')

<l-a.

To see that the inequallity holds, let us consider the function,
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hA)=P(~z_ap+A<Z<z1_0p2+)) , A€R.

Note that,
Zl—asztA
dh() d [ Fa(e)d = L ozep)”  (miapn) —0
dx ax EASCAY = ¢ =
—Zi1_as2tA

implies A = 0. Thus A = 0 is a critical value. Indeed X\ = 0 maximizes the function.
This implies that the interval is unbiased [3].

Hence, based upon the pivotal quantity @i, the shortest, equally tailed and
unbiased 1 — o confidence intervals are identical. The same is true for Q5.

3. CONFIDENCE INTERVALS FOR THE VARIANCE OF THE NORMAL DISTRIBUTION

A pivotal quantity for o2 is,

(n—1)S2_ '
—nml 2.

Q(X’ 02) =

Converting the statement,

1yq2
P‘ﬂ(aswsb):l_a

o2

o2

we can write,

— 2 _ 2
P (——-——(7 11))5”‘1 <o? < 27D la)S"‘l) =1-a

Then, the class of 1 — a confidence intervals for o2 based on the pivotal quantity

Q s,

Cc= {o(x, a,b) : C(X, a,b) = [(” —USay (0o 1)5'2‘“] :

b ’ a
a,b>0,a <b, Py (02 € C(X,a,b)) =1~ a—}
with,
£(C(X,0,8)) = (n = 1)S2s (G — 3)-

In order to find the shortest interval in the class C, one has to solve the following
problem.

. 101
goal : min (n—1)S7 (5 — 3)
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b
constraint : / folg)ydg=1—-«
a

where, fq is the p.d.f. of x2_, distribution. As a result [1,2,4], the shortest 1 — &
confidence intervals for o2 based on the pivotal quantity @ is determined by the
values a and b satisfying,

b
Pfola) = Pfolb) and / fol@)dg=1—a.

Tables are constructed by Tate and Klett (1959) for the numerical solutions
of these equations,. It is a simple task to solve these equations numerically with
nowadays computer facilities. A short MATLAB program is as follows.

alfa=.05;n=26;

aa=chi2inv(alfa,n-1);

for a=.1:.01:aa

b=chi2inv((1-alfa+chi2cdf(a,n-1)),n-1);

if a 2*chi2pdf(a,n-1)-b 2*chi2pdf(b,n-1)>=0;break;end

end

fa b]

ans = 14.2640 45.7100

Tate and Klett’s table gives, a=14.2636 and b=45.7051.

The equally tailed 1 — o confidence interval for 02 based on the pivotal quantity

Q is,

3

2 2
Xn——l;l—a/z Xn-—l;a/2
Now, let us look for an unbiased 1 — a confidence interval for § = o in the class
C. Let, 8 # 6, 8 = A for some A € (0,00). Then for an C(X,a,b) € C to be
unbised, we must have,

[(n— DSh1 (- 1)52-1} _

—1)52 _1\q2 1-o , 6=40
Pe((_n_.%‘_l_ Sg’g(n—l)iﬂ)=
b a <l-a , 046
or
(n—1)S3_, (n-1)82_,
= A Sl <X 271
h(\ a,b) = Ps < S

_ 2 l—-a ,
=P9<)\a_<_(_n_10)_.s_’}__ls)\b>=
<l—-a , X#1
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So, we need,

ML\ 1= 6/\/fQ(q dQ|A_

= be(/\b) - afg(Aa) [x=1
=bfq(b) —afq(a) =0

and

b
/mww=bﬂ.

Let, a* and b* satisfy these conditions, i.e. b* fo(b*) = a* fo(a*) and

[ ta@ia=1-a.
Then, for A € (0,00)

h(A a*,0%) <h(lL,a*,0*)=1~-a
which implies that the interval,

(n-1)82_, (n—1)82_,
b* ! a*
is an unbiased 1 — & confidence interval for § = o2. The graph of h(},a*,b*) as a
function of A € (0, 5) is in the Figure 1.

1 - - - .
ne _ ]
08}
04} 1
0zt
9 e
0 1 2 3 4 5

Figurel: The graph of h()\,a*,b*) as a function of A € (0, 5)
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4. UMA UNBIASED CONFIDENCE INTERVALS FOR 4 AND o2

Consider, Hg : u = pg versus Hy : u # po. The acceptance region of the UMP
unbiased test of size « is,

ol — g
Ai(m) = {X fHo — zl—-cx/2"\/—"n' S Xn Spo+ Zl—Otﬂﬁ}

for 02 known, and

Sn— o S
Az(po) = {X Ty —tn-1;1—a/2 \/-ﬁl < X < po +tno1- ) :}—1}

when o2 is unknown. The corresponding UMA unbiased intervals are,

— (o g
[Xn - Zl—a/ZW;Xn + Zl—a/z*ﬁ]

and
- Sn-1 5 n—
[Xn b Ll—-a/27 = \/— s Xn +tnoy; l—a/2w}}

respectively.
Consider, Hy : 02 = 02 versus Hy : 02 # 03. The acceptance region of the UMP
unbiased test of size « is,

-1 1= n—1
The correponding UMA unbiased interval is,

(” ~1)85_; (n—-1)Si,
1 T2
Xn—l 1—af2 Xn— Lie/2
Now, let us construct a confidence interval based on the likelithood ratio test in
order to compare it with previously obtained intervals. The likelihood ratio test of
Hy : 0% = 02 versus Hy : 02 # 03 is,

2.4
X__ 00 Xn—11
Al(o'o) { ToXn La/2 <S,?L_ < 0&An-—1:1 oiz}

1 , ((n*il‘zi—l)iexp( (n 1)Sn 1) <c
U(X) =
- 2 Z
0 . (E)Y a2

~1)52
————2—(" G)S"‘l,then

where, ¢ = ¢, is chosen to give a size a test (1}. If we denote T =

T ~ x2_, under Hy. The acceptance region of the test is,
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A = {X: (Fexn-) 2 o}

The corresponding 1 — o confidence interval is,

—1)82 3 n— 1)S2
{ (oD8er) g 2D Z}

Since the function g(t) = (£)% exp(—£),¢ > 0 is unimodal, it follows that the

n
confidence set is in the form,

1\ a2
{02;a<w‘_—_}_<b}

where, a and b satisfy a? exp(—%) = b% exp(—%). Thus, the values of a and b,
that give the 1 — o confidence interval must satisfy,a? exp(—5) = b% exp(—%) and

fbfT(t)dt =1—a.

5. COMPUTATIONAL CONSIDERATIONS

There are no computational troubles in obtaining confidence intervals for p. For
o2, some specific calculations have to be done in order to get a confidence interval
with the prescribed property. All confidence intervals considered are of the form,

{02 . (n— 1)5%—1 <g?< (n— 1)5721—1 } '

2

b - = a

Different a and b will be assigned for each kind of interval. Let, as and b,, denote
the a and b values for the shortest, a, and b, for the unbiased, a.: and b, for the
equally tailed, apr and by for the likelihood ratio test based 1 — o confidence
intervals. These values can be calculated running the following MATLAB codes.

alfa=.05;n=26;

aa=chi2inv(alfa,n-1);

for a=.1:.01:aa

b=chi2inv((1-alfa+chi2cdf(a,n-1)),n-1);

if a 2*chi2pdf(a,n-1)-b 2*chi2pdf(b,n-1)>=0;break;end

end

as=a

bs=b

for.a=.1:.01:aa

b=chi2inv((1-alfa+chi2cdf(a,n-1)},n-1);

if a*chi2pdf(a,n-1)-b*chi2pdf(b,n-1)>=0;break;end

end

au=a
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bu=b

aet=chi2inv(alfa/2,n-1)

bet=chi2inv(1-alfa/2,n-1)

for a=.1:.01:aa

b=chi2inv((1-alfa+chi2cdf(a,n-1)),n-1);

if abs(a (n/2)*exp(-a/2)- b (n/2)*exp(-b/2))<=0.01;break;end

end

alLR=a

bLR=b

as = 14.2700 bs = 45.7722

au = 13.5200 bu = 41.6758

aet= 13.1197 bet= 40.6465

aLR= 14.6100 bLR= 63.9172

For an example, a random sample of size n = 26 from N(u = 5,02 = 4) is gen-
- erated by the MATLAB’s code randn(26,1)*2+5.The generated numbers, estimates

Z, s2_; and %95 confidence intervals are as follows.

X
4.8413 3.1929 4.5926 1.8392 5.5776
8.0703 5.0718 0.8914 4.8427 4.1414
3.7870 3.7449 5.2651 3.6367 5.1116
2.3053 6.0708 8.1859 2.9509 42643
5.9388 6.1058 7.0368 2.5313 4.0701
5.7419
T= 46080 s2_, = 3.1564
Parameter | Type of Interval Estimated Interval | Lenght
© shortest, unbiased,
equally tailed,
likelihood ratio based
o2 known [3.8392,5.3768] 1.5376
&2 unknown 3.8904,5.3256 1.4352
a? shortest 1.7240,5.5297 3.8058
o? unbiased 1.8934,5.8365 3.9431
a? equally tailed 1.9414,6.0146 4.0732
o? likelihood ratio based | {1.2346,5.4011 4.1665
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OZET. Bu makalede normal dagilim parametreleri icin yansiz, en
kisa esit kuyruklu ve diizgiin en isabetli (UMA) arahk tahmin edici-
leri gozden gegirilmistir. Istatistiksel hesaplamalarda kullamimak
tizere MATLAB kodlart sunulmustur.
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