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Abstract 

Socio-demographic classification of attributes of burglary was carried out. The aim was to 

highlight the geography of burglary across Leeds using housing/socio-economic related data. 

Three hypotheses were formulated: (i) the denser the residential areas, the higher the likelihood 

of it being burglars’ target. (ii) The denser the population and activities, the higher the burglary 

rate. (iii) The higher the territory’s level of ethnic heterogeneity, the higher the probability of 

burglary incidence. The K-means technique was used to analyse the data. The hypotheses were 

upheld. It reveals that the bulk of burglary occur at central south-western part of Leeds which is 

the city centre with high business activities, population with high diversity and residences. The 

limitation of the technique is the inability to handle temporal dimension. To have best output, it 

should be used together with other techniques 

 

Received: 03/04/2021 

Accepted: 25/06/2021 
 

 

Keywords 

Burglary,  

K-means,  

Socio-demographic, 
Geography,  

Leeds  

 
 

 

1. INTRODUCTION 

 

The geography of burglary in Leeds was studied via socio-demographic classification. It highlighted the 

nature and geography of burglary. Thereafter, followed the relevant analytical techniques, discussion of 

findings and conclusion. It did not necessarily seek the causes (why) and temporal (when) dimensions of 

burglary but the place (where) of burglary. Moreover, to achieve that, these hypotheses were posited: (i) 

the denser the residential areas, the higher the likelihood that it will be burglars’ target. (ii) The denser the 

population and activities, the higher the burglary rate. (iii) The higher the level of ethnic heterogeneity, the 

higher the probability of burglary incidence.  

Burglary implies all criminal entrances into buildings and vehicles aimed at carrying out criminal act 

whether successfully or not. It includes theft and other criminal intents like assault or sexual harassment 

[1]. Burglary event depends on the environment, opportunity, presence or absence of crime reduction 

programs, motivation amongst others ([2,3]. Similarly, influence of poverty and police activity has been 

highlighted [4]. This supports the view that deprivation or not of a people/location (dis)encourages 

incidence of burglary [5] depending on effectiveness of surveillance. The important role of opportunity, to 

understanding the incidence of burglary has been stressed [6] despite other views like drug and alcohol [7], 

wages [8]. The physical configuration of a place has been found to significantly influence burglary. For 

instance, the location of residents at higher altitudes reduces the risk of burglary victimisation [9,10].   

The counter views notwithstanding, opportunity is foremost to understanding the geography of burglary 

[11]. These opportunities can be latent- the innate abilities of the offender over the victims such as 

smartness, trickiness. The overt opportunities include those offered the offender by the environment which 

increase as they become more vulnerable to the offender (eq. 1). However, these opportunities are 

perceived, since the potential burglar is not so certain of success till he ventures. Furthermore, locations 

that offer most of the opportunities will likely have the highest burglary incidences. This can be represented 

by this relationship; 

http://dergipark.gov.tr/gujsb
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                    𝐵 = 𝑓(𝑉) = (𝑂) − (𝑆 𝑜𝑟 𝑔)                                                                      1. 

where B is burglary, f is function, V is vulnerability, O is opportunity, S is surveillance or g is guard 

The knowledge of geography of burglary (the where, why and when of crime event) is critical to 

understanding how crime can be controlled [12]. This reveals the reasons behind the disparity in 

distributions of crime among diverse locations as crime is unevenly distributed in space. It has been shown 

that city/urban centres usually experience higher incidences of crimes than the suburbs/rural [5,13]. There 

are higher burglary rates in most deprived areas than the least deprived areas [5,14]. Unusual cases of high 

burglary rates exist around University accommodation [11] including library, student union or hostels [15], 

ethnic heterogeneity and proximity to offenders’ homes [16]. Higher burglary rates also take place on key 

pathways including major nodes like friend’s house, recreation centres or work places where diverse 

potential offenders converge through routine activities with large numbers of potential victims and targets 

[16].  

However, not all burglaries occur within the offenders’ neighbourhood [17]. Several factors influence the 

distance-to-crime covered, like to avoid being recognised to mobility means and accessibility. Another 

dimension to this is the rational choice perspective [18] where the offenders tend to weigh the potential 

benefits of a successful hit with potential risks of being apprehended. However, it has been argued 

contrariwise that offenders tend to be motivated more by the benefits than the risks involved [19]. In this 

regard, the offender is likely to strike if the venture is perceived highly profitable to the neglect of the risks 

of been apprehended.  

In fact, the geography of crime is complex especially with respect to its location [19]. It has been described 

via the concept of ‘environmental backcloth’ that is multifaceted including physical and social elements 

[19]. The next question is; which technique is needed to establish the spatial pattern of burglary?  

2. METHOD 

 

There are several classification techniques for grouping or regionalising events/areas. They include the 

hierarchical, PCA, K-means, K-medoid (for more, see [21]. The K-means involves classification of items 

based on similarity or common characteristics. This implies that areas in the same class may not necessarily 

be contiguous. K-means classification technique has numerous merits though not without demerits (Table 

1).   
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Table 1. Pros and Cons of K-means classification in geography 

Pros Cons 

It harmonises diversity through standardisation 

and grouping 

Often involves daunting statistics 

It reveals areal similarities and dissimilarities No hard and fast rule to what constitute a group 

Brings at a glance areal pattern Often judgement is subjective and can be 

influenced by sentiment or prejudice  

It is easy to interpret result It is very sensitive to outliers 

It allows subjects to move from one cluster to 

another 

Ascertaining number of clusters is difficult, so 

multiple analysis may be done 

It facilitates the assessment of properties of an 

area  

Dominant members of the group mask the 

characteristics of the few other members.  

It makes for easy comparisons Very sensitive to the initial choice of cluster 

centres 

It works well even when all the assumptions are 

not satisfied 

It may not work well in a set with different 

densities 

Source: [22-24]. 

Non-hierarchical methods like k-means entail total enumeration of all possible items, which for large 

datasets, may be unfeasible [21]. As a result, the technique is iterative and performs best for limited amount 

of data. 

However, these weaknesses can be overcome with hybrid k-means. These include the fuzzy k-means [23] 

[25], fast k-means [26], global k-means [27] and cluster ensembles [28]. These hybrid procedures are 

computationally faster [26]. It has been indicated that ensemble of clustering solutions is the best of the 

hybrid clustering techniques [28]. They argue that given large datasets, the clustering may be done on 

amenable size disjoint subsets that merges the partitions in a natural fit. Conversely, the weakness of these 

approaches is that given a small dataset, it is computationally ‘time wasting’ to use. Again, it is 

computationally complex and costly, involving advanced skill to use.  

Therefore, the justification of simple k-means is its added advantage of ease of application, simplicity, 

efficiency and empirical successes over the years (Table 1) [29]. He reiterates, there is no best clustering 

algorithm as each imposes a structure on the data and a good partition is obtained where a good match 

exists between the model and the data. Hence, “clustering is in the eye of the beholder” ([29], p663) and 

none outperforms others across all applications.  

2.1. Data 

The variables were selected from 2001/2000-03 burglary/socio-economic data respectively (Table 2). No 

hard and fast method exist for choosing the most suitable number of clusters or variables [22,23]. 
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Table 2. Data and selected variables 

Data type source Variable Domain Relation Selected variables in percentage 

Tabulated 

Sav  

ONS Housing Housing Terraced, detached, flats, Pub. 

Rented, owner 

H.hold composition Housing Households 

Demographic Economic Pop. Density, single 

  

Ethnicity Social sthasian, white 

Employment Economic Unemployed 

LSOA shp 

file 

ONS  

 

Variable selection based on PCA often offers no assurance that the component loadings has pointers to 

what one wants to detect via clustering [30] (Table3). Moreover, the use of correlation is fraught with 

weaknesses too. First, is the case of non-linearity and outliers [31], collinearity [32], overestimation of the 

relationship between large variables [33]. 

To overcome these weaknesses, several techniques have been proposed such as the sparse clustering 

framework [30], Feature Annealed Independence Rule [34], extended LARS technique [35], Cluster 

indicator matrix [36]. However, the limitation to their usage is their computational complex nature. 

Moreover, none has been a provably acceptable feature selection for k-means [36].  

Therefore, a simple approach was adopted, employing the advantages of correlation and standard deviation. 

Correlation is used to obtain validity and reliability of evidence [31] and increases with higher variability. 

Therefore, a correlation was used to eliminate redundancy among data while the standard deviation was 

used to include all variables that would likely impact the event understudy by considering their variation 

across the LSOAs [22] (Tables 4 and 5). Hence, of the 25 variables, 11 were selected (Table 2), though the 

emphasis was on housing-related. Highly correlated variables had one discarded. For instance, full-time 

students had a strong positive correlation with aged 15 – 24 and single, so single was selected based on the 

extent of variation (Table 4, 5). Owner had higher variation than married; married was discarded (Table 5). 

Others with low standard deviations like unemployed was selected at the expense of routine occupation 

since they fall within the same class of deprived but unemployed had higher PCA (Table 3). The high 

professional was dropped on the basis that they are the least target to burglars due to their position in the 

society and affluent residential quarters [11].  
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Table 3. PCA loadings on the variables 

  Component Matrixa 

                                           Component 

 1 2 3 4 5 

 

6 

Persons per hectare       .65          -.39      -.31     -.04      -.04     -.27 

% Age 45-64      -.77            .38       .19      -.16        .10      -.13 

% Married       -.89            .29      -.08       -.25        .09      -.06 

% Single        .70           -.66        .08        .02       -.18        .04 

% Employed Full Time       -.69            .18       -.38        .50       -.12        .03 

% Unemployed        .78             .38       -.05        .03        .27        .19 

% Lower professionals       -.85            -.34       -.08        .26        .16        .12 

% Detached       -.76             .16        .09       -.44     -.003       .32 

% Public rented        .65             .60        .25        .04       -.05       .26 

% Owner occupiers       -.94           -.07       -.25       -.07        .05      -.12 

% Lone parents        .65             .55       -.14       -.08        .14        .34 

       

Extraction Method: Principal Component Analysis. 

a. 6 components extracted. 
 

 

Table 4. Highly correlated variables positive/negative 

Variable 

1 

Variable 2 Corr. 

Co. 

Rd Variable 

1 

Variable 

2 

Corr. 

Co. 

 

Rd 

15 - 24 single 0.93 0.87 sthasian white -0.91 0.83 

45 - 64 married 0.85 0.72 45 64 single. -0.79 0.62 

15 - 24 student 0.95 0.90 single married -0.86 0.74 

Student single 0.87 0.76     

Single  detached 0.80 0.64     

Married Owner  0.87 0.76     

*Rd = Redundancy, *Corr. Co = Correlation coefficient 
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Table 5. Standard deviation 

 Std. Deviation 

Count of households in 

each LSOA 
92.52 

Persons per hectare 36.06 

% Age 15-24 11.08 

% Age 25-44 5.20 

% Age 45-64 5.67 

% Age 65+ 5.87 

% Married 14.27 

% Single 13.13 

% Indian, Pakistani & 

Bangladeshi ethnicity 
7.45 

% White ethnicity 11.55 

% Employed Full Time 8.56 

% Unemployed 2.14 

% Full-time students 3.28 

% No qualifications 13.26 

% Qualification level 4 or 

5 (degree, professional) 
11.54 

% Higher professionals 3.69 

% Lower managerial and 

professionals 
6.42 

% Routine occupations 4.93 

% Detached / semi-

detached housing 
26.90 

% Terraced house 22.00 

% Flats 12.98 

% Public rented 19.84 

% Private rented 6.24 

% Owner-occupiers 24.86 

% Lone parents 5.46 
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2.2. Analysis 

To remove bias in the dataset, they were standardised. Diverse approaches abound for doing this, some of 

which were outlined by Vickers et al. (2003) but this study employed the standard normal variate (eq. 2). 

            𝑍𝑖 =
√xi−x̅

бx
                             2 

where Zi is the Z-score, Xi is the individual variable, x̅ is the mean of x, бx is the standard deviation of x.  

The procedure in K-means classification involves partitioning n data points with m variables into k clusters 

which results in a matrix of cluster centres m (k, j) [22]. This minimises the Euclidean sum of squares as 

shown in equation 3 [22] to obtain spherical or ball-shaped clusters in the data. 

            𝐽(𝑘, 𝑚) = ∑𝑛
𝑖=1 ∑ (𝑍𝑖𝑗 − 𝑍𝑐𝑗 )^2𝑚

𝑙=1                                            3  

where Zcj is the value of the cluster c and variable j, Zij is the value of object i and variable j. 

The selected variables were then analysed via the SPSS. Iteration of 100 was used. Several runs were done 

starting from 9 down to 5 of which 5 was acceptable (Figure 1). 

3. RESULT AND DISCUSSION 

 

The resulting groups of the cluster are displayed in Figures 1 and 2.  

 

Figure 1. Number of clusters 
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Figure 2.  Socio-demographic classification of Leeds 

The findings reveal the socio-economic variables that have the greatest synergies with the burglary at 

certain locations (Figures1 and 2). It shows that the high clustering of burglary cases in about 43% of the 

LSOAs was due to ethnic heterogeneity, dense population, densely occupied flats and unemployment 

(clusters 1-4). It reveals also that higher crime intensity concentrates around the city periphery (26.3%, 

clusters 4) which is public rented flats with unemployed. It informs that the central south-western part (city 

centre) demands more surveillance from the police especially the periphery where unemployment is higher. 

The results show that burglary rate is higher in the city centre (Figure 2). This is because the city centre is 

where there is higher population, ethnic heterogeneity and other opportunities. Hence, it supports the theory 
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that burglary is higher in the city than in the rural districts [14] (Fig 2). It shows that burglary decreases as 

opportunity decreases [6,11,2]. From Figure 2, burglary rates reduce centrifugally from the periphery. This 

shows that accessibility could be a factor considered by burglars for which its absence, limits opportunity 

[5,13]. The findings strongly support the formulated hypotheses that: 

 The denser the residential areas, the higher the likelihood that it will be a target to burglars (Cluster 

3) 

 The denser the population and activities, the higher the burglary rate will be (Cluster 2)  

 The higher the territory’s level of ethnic heterogeneity, the higher the probability of burglary 

incidence (cluster 1).  Therefore, burglary is strongly tied with where opportunities exist [3], and 

with an absence of surveillance, the burglars will burgle (eq.1). These perceived opportunities are 

more in the central south-western part of the study area (Figure 2).   

The findings in figure 2 were validated in figure 3. It shows that the burglary rate is highly concentrated 

around the central south-western part of Leeds. This entails that the simple k-means is a good technique for 

the spatial study of burglary of a given geographical location. 

Figure 3. Burglary rate 

4. LIMITATIONS TO THE STUDY 

Confidentiality requirements pose problems, as multiple crimes are assigned to an areal location [13], so 

certain details would be concealed [11]. The visual display gives the erroneous impression that burglary 

rates are evenly distributed among households across a given output area (figures 1 and 2). Time dimension 

and offenders’ locations were not part of the data, so the effect of season or day/night relations with burglary 

could not be considered as well as burglars’ travel distance to the target.  

5. CONCLUSION 

 

The posited hypotheses were upheld implying that burglary depends on opportunities. The k-means 

produces good result visually. However, to overcome the outlined weaknesses, it should be used together 

with other techniques like kernel density, Ward’s hierarchical and others that can handle temporal 

dimensions. Tools like Agent-based modelling could be employed to assess burglars’ travel time [2] and 

given its predictive power can enhance the effectiveness of police in combating burglary. Finally, updated 

data having the noted missing attributes is necessary. This will improve research in this field like burglary 

trend [13], temporal dimension [14]. 
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