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ABSTRACT
Human Brain Age has become a popular aging biomarker and is used to detect differences among healthy 
individuals. Because of the specific changes in the human brain with aging, it is possible to estimate patients’ 
brain ages from their brain images. Due to developments of the ability of CNN in classification and regression 
from images, in this study, one of the most popular state of the art models, the DenseNet model, is utilized to 
estimate human brain ages using transfer learning. Since this process requires high memory load with 
3D-CNN, 2D-CNN is preferred for the task of Brain Age Estimation (BAE). In this study, some experiments 
are carried out to reduce the number of computations while preserving the total performance. With this aim, 
center slices of each three brain planes are used as the inputs of the DenseNet model, and different optimizers 
such as Adam, Adamax and Adagrad are used for each model. The dataset is selected from the IXI 
(Information Extraction from Images) MRI data repository. The MAE evaluation metric is used for each 
model with different input set to evaluate performance. The best achieved Mean Absolute Error (MAE) is 6.3 
with the input set which consisted of center slices of the sagittal plane of brain scan and the Adamax 
parameter.
Keywords: Brain Age Estimation, Brain MRI, 2D-CNN 

ÖZ
İnsan Beyin Yaşı, son zamanlarda popüler bir yaşlanma biyobelirteci haline geldi ve sağlıklı kişiler 
arasındaki farklılıkları tespit etmek için kullanıldı. Yaşlanmayla birlikte insan beynindeki spesifik 
değişiklikler nedeniyle, hastaların beyin yaşlarını beyin görüntülerinden tahmin etmek mümkündür. 
Evrişimsel Sinir Ağlarının (ESA) gelişen görüntü  sınıflama ve regresyon yeteneğinden yola çıkılarak, bu 
çalışmada en popüler ESA modellerinden biri olan DenseNet modeli öğrenme aktarımı yöntemiyle 
kullanılarak insan beyni yaşı tahmini  gerçekleştirilmiştir. 3D-ESA  yüksek bellek yükü gerektirdiğinden 
Beyin Yaşı Tahmin (BAE) görevi için 2D-CNN tercih edilmiştir. Bu deneyde, toplam performans korunurken 
hesaplama yükünü azaltmak için bazı deneyler yapılmıştır. Bu amaçla, her üç beyin düzleminin merkez 
dilimleri DenseNet modelinin girdileri olarak kullanılmıştır ve her model için Adam, Adamax ve Adagrad 
gibi  farklı optimizerlar kullanılmıştır. Veri kümesi, IXI  MRI veri havuzundan seçilmiştir. Performansı 
değerlendirmek için ortalama mutlak hata (MAE) metriği her model için  kullanılmıştır. Bu çalışmada en 
düşük Ortalama Mutlak Hata (MAE), beynin sagital düzleminin merkez dilimlerini içeren giriş kümesiyle 
ve Adamax parametresiyle 6.3 olarak elde edilmiştir.
Anahtar kelimeler: Beyin Yaşı Tahmini, Beyin MR, 2D-ESA
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1. INTRODUCTION 

Brain tissue has a complex structure, and trying to understand it will provide important advantages in the fight against many 
diseases and in developing new tools related to this structure. One particular benefit of understanding the brain is that we 
can gain an insight into the development of the brain. According to studies, the brain experiences some changes throughout 
the years (Giedd et al., 1999; Lenroot & Giedd, 2006). For that reason     , predicting brain age has various benefits for the 
diagnostic processes of brain-related diseases. Because of this     , there have been numerous studies conducted and many 
methods adopted to grasp various dynamics related to brain age. It has been observed that there is a certain pattern in 
morphological changes in the brain during brain development and healthy aging. Volumetric changes in brain tissues such 
as grey matter, white matter (WM) and Cerebrospinal fluid (CSF) have been examined (Jiang et al., 2020; Ito et al., 2018; Li 
et al., 2018). Studies have shown that the volume of the grey matter decreases with age, while CSF’s volume increases, and 
the volume of WM shows small changes. T1-weighted images, which are a type of MR image, have been used to analyze 
volumetric changes in brain sciences.

Some brains change outside of ordinary developmental patterns. Particular diseases such as Alzheimer’s, dementia and 
cancer can change the morphological structure of the brain. In such cases, knowledge of ordinary aging provides great 
benefits. Some studies benefit from the ordinary aging processes while examining cognitive impairment, Alzheimer’s and 
neurological disorders (Liem et al., 2017; Franke & Gaser, 2012; Cole et al., 2017a; Rokicki et al., 2020).

Biomedical data widen with every passing day. Medical doctors have made their decisions manually based on the images or 
records taken to collect these data. However, these partially subjective decision-making resources and processes lead scientists 
to look for more standardized approaches than that. In time, scientists from other departments have supported clinical 
decision-making processes by contributing their expertise. Computer scientists are among the ones who have made substantial 
contributions to the medical literature. Researchers have advanced some means for computer-aided diagnosis through some 
machine learning and deep learning techniques (Doi, 2007; Tang et al., 2009). It is a widely supported view that these tools 
have improved radiologists’ performance and diagnostic processes (Yin & Chiu, 2004). Today     , scientists and medical 
experts attach great importance to decision-making processes based on these data.

Studying the brain has its difficulties. It is a three-dimensional entity with multiple parts. Minor changes in these parts could 
indicate many alterations and transformations in the mind and some other parts of the body.For this reason     , observing 
these changes necessitates a complex and interdisciplinary approach. These changes are aimed to be observed using different 
methods and tools. T1-weighted images, which are a type of MR image, have been used to analyze volumetric changes in 
brain sciences. The convolutional neural network is used in many studies, and 3D-CNN and 2D-CNN are some methods 
that are highly benefited from in relevant studies (T. Huang et al., 2017; Levakov et al., 2020; Symposium & Imaging, 2019; 
Rossi et al., 2019; Pardakhti & Sajedi, 2020; Peng et al., 2021).

There are some studies in the literature on age estimation from T1-weighted images. In one of these studies, the relationship 
among age, sex and the volume of the brain was observed (Luders et al., 2009). The results suggested that the water content 
of the grey matter decreases more harshly in men than women. Additionally, the water content of the female grey matter is 
on average 1.2% higher than the respective male grey matter water content. In another study, the researchers designed a 
cortical surface pattern (CSP) combining cortical thickness with curvatures, which constructed an accurate human age 
estimation model (Wang et al., 2014). Their results suggested that CSP is sensitive to brain development. It is much more 
powerful than voxel-based morphometry used in previous methods for age estimation. 

There are some disadvantages of using 3D-CNN to predict brain age. The initial obstacle is that this method requires high 
memory load as all brain slices are examined. Even though we have enough memory capacity, the computers that are utilized 
should be strong enough to compute many units of data simultaneously. Taking these conditions into consideration, it is not 
always possible to adapt the 3D-CNN model. Two studies in the literature used 2D convolutions instead of 3D convolutions 
in their model to reduce computational time and memory requirements (Rossi et al., 2019; Hong et al., 2020). Both studies 
trained their complex models on all sections (slices) of 3D brain planes to predict brain age. 
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The primary purpose of this study is to achieve a three-dimensional insight into brain age. At first, it was planned to adopt 
the 3D-CNN model. However, this idea was abandoned because of the difficulties that come with it and not enough memory 
capacity. Therefore, we tried to change our direction to make our method usable for everybody else (Rossi et al., 2019). Since 
other methods such as 3D-CNN need high-level hardware configurations and much time to provide a result, we planned to 
feed our model with MR images of some slices of the brain to overcome this hardship.

In this study, our aim is to create a model using 2D-CNN, which is trained in a shorter time than 3D-CNN and other manually 
created methods and has close success rates.  Additionally, thanks to the method used in this study, it is possible to provide 
small-scale health institutions a chance to apply this method for the early diagnosis of neurodegenerative diseases without 
huge investments and long waiting times     .

To address the disadvantages of the 3D-CNN approach, in this study, 3D-CNN was replaced by 2D-CNN. Thanks to this 
approach, it was aimed to reduce memory and computational requirements. Many experiments were conducted to reach the 
best results in a short time:

● All 3D brain scans were divided into their three planes which are axial, sagittal and coronal. In order to further reduce 
the computational requirements, instead of using all slices of the axial, sagittal and coronal views, we used only the center 
slices that represented 2D images that were processed independently in the DenseNet121 model, which consisted of 2D 
convolutions.

● To decide on which center slice of the brain planes provided better prediction on brain age estimation, the training process 
of the DenseNet121 model, which consisted of three different input sets, was repeated using different optimizers such as 
Adam, Adamax and Adagrad. 

Our best score was compared to a 3D-CNN (Cole et al., 2017a) and some complex models proposed by Rossi et al. (2019) 
and Jonsson et al. (2019). The results showed that the approach of using only the 2D center images of each brain plane allows 
comparable results using significantly less computation memory in much less time to be achieved.

2. DATA

2.1 Dataset

The dataset used in this study consists of brain MR images. T1-weighted MR images were obtained from the IXI dataset. 
This data repository has about 600 healthy individual MRI images. The acquisition protocol for each sample contains T1, 
T2, PD, MRA and DTI images. The entire dataset has been gathered at three different hospitals in London, the United 
Kingdom. The dataset is publicly available and can be accessed at https://brain-development.org/ixi-dataset/. This dataset 
consists of samples from different age groups and different sexes. The numbers of samples for age ranges based on sex may 
be seen in Figure 1. 

Figure 1. The numbers of samples for each age range in the IXI dataset.
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The boxplot shown in Figure 2 provides an idea of the symmetry of the data, how tightly the data are grouped and whether 
there is skewness in the data. It is shown that the mean age is 47 for males, and it is 50 for females, and the maximum and 
minimum ages for each sex are the same, which are 86 and 20, respectively.

(a)            (b)

In this study, we used 563 T1-weighted healthy samples of the IXI dataset, 400 samples for the training set and validation 
set, and 163 samples as a test set for the analysis.

2.2 Preprocessing

All images in the IXI dataset are in the NIFTI file format. These 3D images should be preprocessed before using them in 
models. This preprocessing involves the realignment and normalization methods. These preprocessing techniques were 
applied to the dataset by SPM8. SPM8 is a version of the SPM software. SPM is used to organize and interpret functional 
neuroimaging data.  In order to compare data from several scans or research participants, all brain images have to be in the 
same 3D space. In SPM, this is accomplished by normalizing the images into the space defined by the MNI template. 
Realignment is a motion correction process. Realignment adjusts movement between slices. After these two preprocesses, 
the normalized image dimensions are 79 × 95 × 68.

An MRI head scan provides three MRI planes: coronal, sagittal and axial, as seen in Figure 3 (Padmanaban et al., 2020).

(a) axial           (b) coronal            (c) sagittal    

Figure 3. Planes of brain scan.

These planes generate orientations of the head scan. For example, the axial plane generates brain scans from top to down, 
the coronal plane generates brain scans from front to back, and the sagittal plane generates brain scans from one side to the 
other laterally. In this study, since the available 3D image dimensions were 79x95x68, for one brain MRI result, we had 79 
95x68 2D sagittal images, 95 79x68 2D coronal images and 68 79x95 2D axial images.   
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3.METHODOLOGY

In this study, DenseNet121, a type of densely connected convolutional network, was used as the transfer learning approach. 
Each plane of the brain scan was fed to this model as an input set. The effects of some different optimizers were investigated 
in terms of the mean absolute error. 

3.1 DenseNet121 using Transfer Learning

The Convolutional Neural Network (CNN) is one of the most prevalently preferred deep learning architectures. CNN has 
been used for different purposes such as image classification, voice recognition, pattern recognition and segmentation in 
various fields. A simple CNN consists of layers as the convolution layer, pooling layer and fully connected layer (Darici et 
al., 2020). It is possible to obtain different CNNs by changing the size of the filters used in these layers and the order of these 
layers. Computer vision, thanks to CNN, has had some notable successes. However, recently, because of improvements in 
imaging techniques and the increasing size of images, using simple CNNs may not be adequate to obtain successful results. 
In such cases, the need for more robust and deeper structures increases. For this purpose, some robust architectures such as 
DenseNet  (G. Huang et al., 2017), ResNet (He et al., 2016), MobileNet (Howard et al., 2017), Inception (Szegedy et al., 2015), 
Xception (Chollet, 2017) and VGG have been proposed. The main idea behind DenseNet is to connect all layers directly to 
each other, as seen in Figure 4 (G. Huang et al., 2017).

Figure 4. All layers are connected to each other in DenseNet.

This architecture has been trained on two CIFAR datasets (Krizhevsky, 2009) that have colored images with dimensions of 
32x32 as the Street View House Numbers (SVHN) dataset (Netzer et al., 1952) that contains 32×32 colored digit images and 
ImageNet dataset, which is the ILSVRC 2012 classification dataset (Jia Deng et al., 2009) which  consists of more than 1 
million images. Within these datasets, Huang et al.have achieved state-of-the-art results with DenseNet architecture. 
Additionally, thanks to its fewer parameters, requirements and lower degree of needing computational resources, DenseNet 
may be more preferable to other state-of-the-art structures. To be able to reach successful results with these models, it is 
needed to have many images in the dataset and use powerful machines with high memory resources. In this study, since we 
could not meet both needs, we decided to use DenseNet with the transfer learning approach.

Transfer learning, which is a deep learning methodology, involves the reuse of pre-learned information for some problems 
to solve another problem. In the Transfer Learning approach, the features and weights that are obtained in some pre-trained 
models are reused for different tasks. This approach is beneficial for achieving high success levels quickly with small datasets 
(Darıcı, 2020).

Since the initial layers of all models extract some basic features of datasets such as edges, the reuse of these weights representing 
the dataset features would help obtain basic features of our dataset. This approach, which involves the usage of the weights 
of the pre-trained model, would save time. With this aim, using the weights of the pre-trained model, the last fully connected 
layers are retrained on a new dataset with a different aim. Thus, it is aimed to obtain high performance quickly. The primary 
approach of transfer learning may be seen in Figure 5.
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Figure 5. Transfer Learning approach.

In this study, as seen in Figure 5, the pre-trained DenseNet121 model weights with the ImageNet dataset were used. The last 
fully connected layers of the DenseNet121 model were extracted, and the remaining layers were frozen. This new model was 
fed with the brain scan dataset. While the weights of the pre-trained model were used for the frozen layers, the weights of 
the last layers were changed in each epoch for the new dataset, and the aim was to obtain a result suitable for the problem. 

3.2 Proposed Method

In this section, firstly, the primary approach to the Brain Age Estimation task is given with its reasons (Figure 6). Then each 
problem and its solutions are explained in detail.

Figure 6. The primary approach to the BAE task in the proposed method.

As said earlier, the IXI dataset that was used in this study contains 3D brain scan images. To train a model with these three-
dimensional (3D) images, we need 3D convolutions instead of a 2D one to be able to extract the feature maps of images. The 
difference between 3D and 2D convolution is the size of the filters. In 2D convolution, the filters used in the convolution 
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process are also in two dimensions. However, unlike 2D, in 3D convolution, three-dimensional filters are used. Because of 
this difference, models with 3D convolutions require more memory and time. For this study, since we could not meet this 
requirement, we decided to split these brain scans into planes and not use 3D convolutions. After splitting the brain scans 
into their planes separately, we still had images in 3D. As said earlier in Section 2.2, for the IXI dataset, we had 79 95x68 
2D sagittal images, 95 79x68 2D coronal images and 68 79x95 2D axial images. For example, for the axial plane, if we put 
in order 68 images with the dimensions of 79x95, we would obtain a 3D image whose width, height and number of channels 
are 79, 95 and 68, respectively. As a result, for each patient, a 3D image would be obtained with 2D single-channel images 
lined up consecutively, as seen in Figure 7. Each slice in the axial plane represents parts of the brain from top to bottom.

Figure 7. Slices of the axial plane of a brain scan.

Since we still had 3D images after splitting the 3D brain scan images into their planes, we decided to use only the center 
slice of each plane. So, since 2D images would be obtained, 3D convolutions were not needed anymore. So, this study consisted 
of three parts since the brain scan images consisted of three planes. For the first part, the inputs were the center images of 
the sagittal plane. In the second part, the inputs were the center images of the coronal plane. Lastly, in the third part, the 
inputs were the center images of the axial plane. The slices used for each plane may be seen in Table 1.

Table 1
Details of the inputs of the model. 
Plane Total Number of Slices Center Slice Dimensions
Sagittal 79 40 95x68
Coronal 95 48 79x68
Axial 68 34 79x95

The center slices of each plane selected as the inputs of the model were in grayscale. So, they had just one channel each. 
However, due to its structure, the DenseNet architecture needs three-channel images as input. To solve this problem, the 
center slices were replicated three times for each patient to create three-channel images. For each input set (sagittal, coronal, 
axial), example images are shown in Figure 8.

(a) sagittal        (b) coronal       (c) axial

Figure 8. An example of the center slice of each brain plane.
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After obtaining input sets using different planes of the brain, these input sets were trained on the DenseNet121 model using 
the transfer learning approach. As seen in Figure 5 in Section 3.1, the weights and biases of the pre-trained DenseNet121 
model with the ImageNet dataset were loaded, and instead of training the entire model from the beginning, only the last 
layers were trained using the brain scan image dataset. Except for these layers, all layers were frozen. The aim that was 
thought to be achieved with this approach was to save a significant amount of time during the training process.

For DenseNet121 using the transfer learning approach, the last fully connected layers of the DenseNet121 model were 
extracted. The global Average Pooling process was applied to obtain the last feature map of the DenseNet model. After this 
layer, this model contained two fully connected layers. Each layer had a ReLU activation function and a dropout process 
with a 0.3 rate to prevent overfitting. In the end, a value that represented brain age was obtained. The structure of the 
DenseNet121 model with transfer learning may be seen in Figure 9. For each input set, 20% of the entire dataset was used 
in the testing process, and the rest was used in the training process. Among the training images, 10% were reserved for 
validation. The number of images for each input set and each process is given in Table 2.

Figure 9. Flowchart of the proposed model.

Table 2
The number of images used in Training/Testing/Validation processes. 
Input Set Total Training/Validation Testing
Sagittal 563 360/40 163
Coronal 563 360/40 163
Axial 563 360/40 163

After creating a model to train and test the dataset, it is needed to set some hyperparameters to use in the model during 
training. These parameters are the optimizer, learning rate value, batch size and number of the epoch. The detailed information 
about these parameters used in this study is given in Table 3.

Table 3
Hyperparameters that were used in this study. 
Hyperparameter Value / Type
Optimizer Adam, Adamax, Adagrad
Learning Rate ReduceLROnPlateau
Batch Size 8
Epoch 100
Shuffle True

As seen in Table 3, some different optimizers such as “Adam,” “Adamax” and “Adagrad” were used to see which provided 
the best results for the Brain Age Estimation (BAE) task. Instead of setting a certain value for the learning rate, it was 
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preferred to use a variable learning rate. The working principle of the “ReduceLROnPlateau” parameter is to reduce the 
learning rate value based on the set rate. This means, if a metric stops improvement, the learning rate value is reduced. In 
this study, the model reduced the learning rate for every five epochs by 0.3 if no improvements were seen in the validation 
loss. The optimization function and the learning rate are two important parameters in the training process. Since these 
parameters are used in the process of updating weights during training, it is very important to use appropriate values   and 
proper functions to achieve successful results. Moreover, instead of training the entire training set at once, the training set 
is divided into batches. Each batch has 8 units of data. All training processes are repeated 100 times for the entire dataset, 
which means the number of the epochs is 100. Moreover, the dataset is shuffled before each epoch to be sure that each batch 
has different data units for each epoch.

As a summary, first of all, different input sets were obtained from the 3D brain scan images by splitting them into their 
planes individually. These input sets were then fed to the DenseNet121 model. Since training this model would take a long 
time, instead of training the entire model from the beginning, only the layers were trained. For the top layers, the weights of 
the pre-trained DenseNet121 model obtained from the ImageNet dataset were used. This training process was carried out 
with different optimization functions for each dataset. In the end, a value that represents brain age was obtained for each 
brain slice (Figure 10).

Figure 10. Summary of the proposed method.

4. RESULTS

This section reports the results of the proposed method. The proposed method was on three different input sets with three 
different optimization functions. For each experiment, the Mean Absolute Error (MAE) metric was used to perform test 
evaluation (see Eq. 1).

  (1)

In Eq. 1 above,  is the predicted age obtained from the proposed model; y is the real age obtained from the IXI dataset; N is 
the number of samples. Each table and the figure below each table show the results of the proposed model, training time and 
learning curves when the inputs were from the axial, coronal and sagittal planes, respectively. 

Table 4
Results of the proposed method for the Axial Plane
Optimizers MAE Time per epoch (s) Training time (m)
Adam 8.82 3.28 5.5
Adamax 7.66 3.19 5.3
Adagrad 7.22 2.9 4.8
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Figure 11. Axial plane learning curves of the model for the optimizers: (a) Adam, (b) Adamax, (c) Adagrad.

Table 5
Results of the proposed method for the Coronal Plane

Plane MAE Time per epoch (s) Training time (m)

Adam 7.2 2.9 4.8

Adamax 7.62 3 5.1

Adagrad 7.45 2.7 4.05

Figure 12. Coronal plane learning curves of the model for the optimizers: (a) Adam, (b) Adamax, (c) Adagrad.
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Table 6
Results of the proposed method for the Sagittal Plane

Plane MAE Time per epoch (s) Training time (m)

Adam 6.9 3.08 5.13

Adamax 6.3 3.21 5.35

Adagrad 7.93 3.01 5.02

Figure 13. Sagittal plane learning curves of the model for the optimizers: (a) Adam, (b) Adamax, (c) Adagrad.

As seen from all result tables and figures, the best result was the lower value of MAE obtained from the axial plane when 
the optimizer was Adamax. The training time of all models for each input set and optimizer was shorter than 5.5 minutes, 
which means the proposed algorithm was quite fast.

Finally, Table 7 compares the results of the proposed method to the ones of other methods used on different datasets. It may 
be seen that the best MAE value, which means deviation from the actual age, was about 1.43 years on the PNC dataset.

Table 7
Comparison of the results and the training times of the proposed method to other methods.

Study Method Dataset MAE Time per 
epoch (s) Training time (m)

(Cole et al., 2017b)
3D-CNN

Applied by (Rossi et al., 2019)
IXI 6.76 1200 4200

(Cole et al., 2017b)
3D-CNN

PNC 1.43 N/A N/A

(Rossi et al., 2019)
2D-CNN

(using all slices)
IXI 6.99 240 270

(Rossi et al., 2019) 
2D-CNN inspired by ResNet

(using all slices)
IXI 6.61 300 420

(Rossi et al., 2019) Combining VGG-16 and BLSTM IXI 5.94 60 99.6
(Rossi et al., 2019) Combining ResNet50 and BLSTM IXI 6.86 60 94.8

(Rossi et al., 2019) Combining DenseNet121 and 
BLSTM IXI 6.17 60 90

(Jonsson et al., 2019) Combining some 3D-CNN IXI and UK Biobank 4.149 N/A N/A
(Peng et al., 2021) 3D-CNN UK Biobank 2.14 N/A N/A
This Study 2D-CNN using just center slices IXI 6.3 3.21 5.35
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As seen in Table 7, some comparable results can be achieved in a very short training time thanks to the simple method 
proposed in this study. Even if the approach of using 3D-CNN shows better prediction results, the method used in this study 
can outperform some complex models and 2D-CNNs which use all slices of brain scans as the input. 

5. CONCLUSION

The main purpose of this study was to estimate the age of the person with high performance in the shortest time possible 
using brain MR images. Another important goal of this study was to not require too much memory and computing power 
while achieving a high performance level. With this aim, each brain scan in the IXI dataset was divided into planes. Each 
scan has axial, coronal and sagittal planes, which represent some specific areas of the brain. After obtaining three different 
planes, the center slices of each plane were reserved as the input for the proposed model. Thus, the need for 3D models was 
eliminated. Since the dataset did not contain too many brain scan images, the weights of the pre-trained DenseNet121 model 
were used for the model. The model whose last layers were changed was retrained using these weights with a new input set. 
This approach eliminated the disadvantage of the small number of data units and the high computational power required for 
a powerful model. BAE is an important task to estimate the ages of individuals from their brain MR images and to detect 
some neurodegenerative diseases such as Alzheimer’s and Parkinson’s. Therefore, estimating brain age in the shortest time 
possible with the lowest loss is the primary purpose of BAE tasks. In this study, with the proposed method, the best test 
MAE result that was obtained was 6.3 using the sagittal planes as the inputs and the Adamax optimizer in the DenseNet121 
model. Moreover, the training time for the parameters that provided the lowest loss was just 5.35 minutes, 3.21 seconds for 
each epoch. The obtained results showed that the proposed method in this study is comparable to similar studies on the task 
of BAE. This method provides good results in a short time with low computational power and requirements. These advantages 
make this method usable and applicable for everybody else.
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