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ABSTRACT 
Unsupervised learning algorithms are used in many engineering applications since they extract information by the minimum 
human interaction. Modularity is one of the well known unsupervised machine learning algorithms to classify the network of 
information, so the relational information is highlighted. The closely related data points gather together to create relatively 
dense subcommunities. Thus, the meaningful relationships between data points (a.k.a. nodes or vertices) could be extended to 
the common properties of the data points. In this study, we aim to solve 3-KCP which is inherently a combinatorics problem 
by the modularity classification. Additionally, we compared the result with the well-known clustering algorithms, namely 
Clique Percolation, Spectral, Centrality, and Hierarchical clustering. Our investigation by means of modularity includes 
extended resolutions from 0.1 to 2.1, and 1.0 is the optimum resolution to find all 3-KCP solutions for the Modularity 
algorithm. Comparison of the modularity with the specified clustering algorithms shows the superiority of the modularity 
algorithm because compared algorithm provides wrong clusters by means of N-KCP or identified clusters by modularity. 

Keywords: Knight Graph; Modularity; Unsupervised Learning; 3-KCP 

 

3-KCP ÇÖZÜM BULMAK İÇİN DENETİMSİZ ÖĞRENME 
ALGORİTMASI: MODÜLERLİK, KLİK SÜZME, SPEKTRAL, 
MERKEZİYET VE HİYERARŞİK KÜMELEME 

ÖZ 
Denetimsiz öğrenme algoritmaları, bilgiyi minimum insan etkileşimi ile çıkardıkları için birçok mühendislik uygulamasında 
kullanılırlar. Modülerlik verileri sınıflandırmak için iyi bilinen denetimsiz öğrenme algoritmalarından biridir, böylece ilişkisel 
bilgiler vurgulanır. Yakın ilişkili veri noktaları, nispeten yoğun alt topluluklar oluşturmak için bir araya gelir. Böylece, veri 
noktaları (yada düğümler) arasındaki anlamlı ilişkiler, veri noktalarının ortak özelliklerine genişletilebilir. Bu çalışmada, 
modülerlik sınıflandırması ile doğası gereği kombinatorik bir problem olan 3-KCP'yi çözmeyi amaçlıyoruz. Bununla birlikte 
sonuçlarımızı iyi bilinen kümeleme algoritmaları Klik Süzme, Spektral, Merkeziyet ve Hiyerarşik kümeleme ile karşılaştırdık. 
Araştırmamız, 0.1'den 2.1'e genişletilmiş çözünürlükleri içerir ve 1.0, tüm 3-KCP çözümlerini bulmak için en uygun çözünürlük 
olduğunu gösteriyor. Modülerliğin belirtilen kümeleme algoritmalarıyla karşılaştırılmamız modülerlik algoritmasının diğer 
metotlara göre daha avantajlı olduğu gösterdi çünkü karşılaştırılan algoritma, N-KCP anlamında yanlış kümeler veya 
modülerlikle tanımlanan kümeler olarak sonuçlandı. 
Keywords: At Çizelgesi; Modülerlik; Denetimsiz öğrenme; 3-KCP  

 

1.   Introduction 

Unsupervised Machine Learning (UML) methods are gaining momentum while the collected data 
increases. UML classifies the subjected data without instruction to extract the desired information. UML 
improves the results as it progresses, so the initial results are more error prone than previously generated 
outputs. For example, the fast unfolding modularity algorithm is one of the well-known UML to cluster 
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graphs [1]. The clustered graphs presents the close connections within the graph. Moreover, the UML is 
not limited with graph. The UML is utilized for Odometry [2], Big Data Analysis [3], face recognition 
[4], security [5], intelligent image analysis [6], video applications [7, 8], digital signal processing [9, 10], 
Voice Activity Detection [11], and energy systems [12] because of it is adaptability and superior 
understanding of the system and the material. We used UML to solve Knight Covering Problem (N-
KCP). 

The knight which is the main component of N-KCP is in a special place for the chess players 
because of surprising the opponent by its unique movement capability. The knight moves have been 
utilized in image encryption [13, 14] and many other algorithms [15-17]. Similarly, the knight's tour 
problem is studied solely by researchers because of its entertaining nature  [18]. The knight move 
capability created a playground to the numerous versions of N-KCP which are investigated continuously 
by better algorithms [19-26]. There are many methods to solve the knight graphs to find Knight Covering 
Problems’ solutions such as the independent set method [27, 28] and Girvan-Newman clustering 
algorithm [29]. Moreover, N-KCP has the potential to be used for permutation generation by the 
identified solutions. 

In this study, we focused on 3-KCP by various clustering methods. 3-KCP has 9 cells to be 
occupied by the knights as shown in Figure 1. In Figure 2, the knight graph representation is presented. 
It is generated by the movements of the knights in the indexed board. For example, the knight which is 
placed in cell number 1 has ability to attack cells number 6 and 8. Thus, a knight in the cell 1 can cover 
3 cells including occupied cell. This is true for all cells but cell 5. Similarly, the full capability of every 
cell is shown in the Figure 1. 

 

   

   

   

Figure 1. 3-KCP has 9 cells to position the knight 

3-KCP graph is generated solely by reachability of the cells, and it is depicted by color-coded 
nodes in Figure 2. The colors of the nodes stand for the degrees of the nodes which are 2 and 0. The 
knights are on the corners and edges (dark pink) can attack to 2 nodes. In other words, they are 2-degree 
nodes. The other only node, node 5, has 0 degree because of the 3x3 board topology. The average degree 
is 1.778. The network diameter is 4 with a 2.2857 average path length. The density of the overall network 
is 0.222. Every knight can attack 2 cells since either corner or edge cell, but the knight is positioned in 
cell 5. Since the other cells too close, it is beyond the knight attacks’ capability. 
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Color code Degree Percentage in the graph (%) 
 0 11.11 
 2 88.89 

Figure 2. 3-KCP graph is colored with respect to the degrees 

There are developed algorithms to solve N-KCP by utilizing knight graphs. In Figure 3, all 
solutions of 3-KCP are found by the independent set algorithm introduced by Güldal et al. [27]. 

 
Figure 3. All 3-KCP solutions 

In this study, the knight graph illustration of 3-KCP is analyzed by modularity phenomena with 
comparison of well known algorithms.   

2.   Materials and Methods 

In our study, we used clustering algorithms, such as modularity, to extract subcommunities [30, 
31]. Thus, extracted subcommunities present the knights which are the least likely to be in the same 
solution. The modularity is formulated as follows: 

 𝑄𝑄 =
1
2
��𝐴𝐴𝑖𝑖𝑖𝑖 − γ

𝑘𝑘𝑖𝑖𝑘𝑘𝑖𝑖
𝑀𝑀

�𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖
𝑖𝑖,𝑖𝑖

 (1) 

where 𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖 is 1 if 𝑖𝑖 and 𝑗𝑗 are in the same cluster. M stands for the number of edges in the graph. 𝛾𝛾 is the 
resolution. 𝑘𝑘𝑖𝑖 is the degree of node 𝑖𝑖 and 𝑘𝑘𝑖𝑖 is the degree of node 𝑗𝑗. 𝐴𝐴𝑖𝑖𝑖𝑖 is the adjacency matrix. 

Our application is done by the Gephi [1, 32, 33]. We applied the resolution from 0.1 to 2.1. 

Additionally, the other clustering algorithms which are Clique Percolation, Spectral, Centrality, 
and Hierarchical are implemented to extract solutions of 3-KCP. 

The application and analysis will be discussed further in the Results and Discussion section. 

3.   Results and Discussion 

In this study, we investigate 3-KCP graph by means of graph modularity. Thus, we obtain all 
solutions of 3-KCP. There are extracted communities from 2 to 7 with respect to the resolutions. 

In Figure 5, applications of modularity on 3-KCP (resolution = 0.1 - 2.1) graphs are shown. The 
resolution 0.1 is divided 3-KCP to 5 subcommunities in Figure 5.a. One of the communities has 1 node 
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which degree is 0. Thus, no edge is connected it is a subcommunity by itself throughout the investigation. 
The other 8 nodes are divided equally, 2 nodes (1-8, 2-9, 3-4, and 6-7), per sub-community. For resolution 
0.2, independent nodes appear as clusters; 4, 5, and 7 are single node subcommunities as seen in Figure 
5.b. Node 3 is paired with node 8, and node 1 is paired with node 6. There is no change for 2-9 sub-
community. Increasing resolution to 0.3 has 5 distinct subcommunities Figure 5.c. There is no effect on 
1-6 and 3-8 pairs, but node 7 is paired with node 2, node 9 is paired with node 4. In Figure 5.d, the 
resolution increased to 0.4 causes bigger subcommunities while the number of communities is reduced 
to 4. In the new topology, 1-3-8 and 2-6-7 are the major subcommunities, 3-8 is paired, and node 5 is the 
single node sub-community. In Figure 5.e and f show the increase the resolution to 0.5 and 0.6, 
respectively, are divided 5 subcommunities. 4 of these communities have 2 nodes, and one has only one 
node. In Figure 5.g, h, and i, for the resolutions 0.7, 0.8, and 0.9 are divided 3-KCP graph to 4 
subcommunities similar to resolution 0.4, so 2 subcommunities include 3 nodes each, and the other 
subcommunities have 2 nodes and 1 node. In Figure 5.j, the resolution for 1.0 divides the graph 5 
subcommunities which have 2 nodes and 1 node. In Figure 5.k, resolution 1.1 is applied, the 3 
subcommunities are extracted. One of them is a single node community and the other subcommunities 
are divided into 4 nodes evenly. In Figure 5.l, m, n, and o, resolutions are 1.2, 1.3, 1.4, and 1.5 are applied. 
By these resolutions, 4 subcommunities are extracted. 2 subcommunities have 3 nodes each, 1 
subcommunity has 2, and the last community has 1 node. For resolution 1.6, 3 subcommunities are 
generated from the 3-KCP graph which is shown in Figure 5.p. The biggest subcommunity has 5 nodes, 
the next one has 3 nodes, and the smallest community has only 1 node. Increase the resolution to 1.7 
changed topology as shown in Figure 5.q. Thus, this resolution distributed nodes evenly, 4 nodes for 
each. There is a similar subcommunities for the increase by means of resolution (1.8, 1.9, 2.0) as presented 
in Figure 5.r, s, and t. However, there is some change for the distribution of the clusters. Resolutions 2.1 
and higher, there are 2 subcommunities. The small community has node number 5 which has 0 degrees. 
The big subcommunity has 8 nodes, the rest of the board. Thus, 2.1 is the biggest resolution for 
meaningful results. The clustering against to changing resolution is summarized in Figure 6. 

There are a few comments on the overall modularity application. Node 5 has 0 degrees, so it is not 
affected by resolution changes. In other words, it is a part of the community which has a single node. 
Thus, it could be omitted while the new algorithms are developed and implemented. It is visibly seen for 
all solutions include a knight for cell 5 which is shown in Figure 3. The second comment is that there is 
a strong presence of symmetry while the 3-KCP graph is divided to subcommunities. The change in terms 
of resolutions causes pairing to node the other direct node by generating the same topology. It could be 
seen clearly by the circular layout in Figure 4. The other comment is that there is no direct correlation 
between the number of communities and the modularity resolution. Lastly, the direct connection plays a 
crucial role. Before secondary and tertiary connections affect the modularity, other nodes which have 
direct connection dominates the modularity. 

 

Figure 4. The circular layout of 3-KCP graph 
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a) Modularity resolution is 0.1 b) Modularity resolution is 0.2  c) Modularity resolution is 0.3  

 
 

 
 

 
 

d) Modularity resolution is 0.4  e) Modularity resolution is 0.5  f) Modularity resolution is 0.6  

 
 

 
 

 
 

g) Modularity resolution is 0.7  h) Modularity resolution is 0.8  i) Modularity resolution is 0.9 

 
 

 
 

 
 

j) Modularity resolution is 1.0  k) Modularity resolution is 1.1 l) Modularity resolution is 1.2 

 
 

 
 

 
 

m) Modularity resolution is 1.3  n) Modularity resolution is 1.4 o) Modularity resolution is 1.5 

 
 

 
 

 
 

p) Modularity resolution is 1.6 q) Modularity resolution is 1.7 r) Modularity resolution is 1.8 

 
 

 
 

 
 

s) Modularity resolution is 1.9 t) Modularity resolution is 2.0 u) Modularity resolution is 2.1  

Figure 5. Modularity is applied 3-KCP graphs for various resolutions. 
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Figure 6. The resolution change had no explicit relation with number of clusters. 

Modularity phenomena uses the strength of the connections between nodes. However, the N-KCP 
problem intents to place the knight which does not touch each other. Thus, after modularity is applied, the 
listed clusters show the list of cells that are the least likely to be in the same solution. 

For the resolution 1.0, clusters are defined as follows: (1, 6) (2, 7) (3, 8) (4, 9) (5). In these groups, the 
nodes are mutually exclusive such as 1 and 6 cannot exist in the same solution. If we construct the possible 
solutions, there are three options (empty, 1, and 6) for the first step. There is a similar pattern for the following 
steps. All possible combinations are given in the appendix. In the appendix, 3-KCP solutions are highlighted 
which are all possible solutions.  

The other clustering algorithms are compared with the modularity algorithm by means of 3-KCP 
solutions. In Figure 7, the clustered graphs are presented. In the figure, the nodes in the same color present 
the same clusters. 

    
a) Clique Percolation b) Spectral c) Centrality d) Hierarchical 

Figure 7. Graph clustering algorithms, namely   Clique Percolation, Spectral, Centrality, and Hierarchical, 
are applied to 3-Knight graph. The same colors show the same cluster. 

The Clique Percolation divided to 9 clusters, so this provides no extra information. The spectral 
clustering algorithm is merged node 5 in another cluster although, it has no common edge with the nodes. 
Thus, the clusters are not meaningful for 3-KCP solutions. The centrality algorithm is identified the cluster 
which are extracted by modularity algorithm for resolution 1.7. The hierarchical clustering methods extracted 
only one cluster contrary to Clique Percolation clustering, so no node could be in the same solution. Therefore, 
hierarchical clustering method provides no solution. 

4.   Conclusion 

In this study, we have applied the unsupervised machine learning algorithms to 3x3 knight graph for 
clustering purpose. Modularity has superiority over Clique Percolation, Spectral, Centrality, and Hierarchical 
clustering algorithms by means of 3-KCP graph. The extracted clusters by modularity corresponds to all 3-
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KCP solutions. Thus, the modularity covers the meaningful clusters by the other algorithms. In this study, the 
investigation results showed 1.0 resolution divides the knight graph in such a way which includes all solutions. 
On the other hand, the other algorithms provide wrong clusters or not valuable clusters. Only Centrality 
algorithm provides useful clusters which are already identified by modularity. 

Based on the promising results, the modularity algorithm provides incomputable results. In the future 
studies, we purpose to extend our investigation to different nifty problems similar to 3-KCP.  
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APPENDIX 

Table 1. Empty cells mean no knight is placed from the particular cluster. For resolution 1.0: (1, 6) 
(2, 7) (3, 8) (4, 9) (5)  
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