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ABSTRACT 

Audio forensics applications and methods are very crucial to clarify crimes. To accelerate audio analysis process 
and classify audios with high accuracy, machine learning (ML) methods must be used in audio forensics. An 
automated gunshot audios classification method is presented in this study. To implement our automated gunshot 
classification method, a novel gun audios dataset was collected from YouTube with 8 classes in the first phase. A 
novel ML method is presented in the second phase and the proposed ML method contains three fundamental 
phases. These phases are a novel finger pattern (finger-pat), statistical moments and discrete wavelet transform 
(DWT) based feature generation network, informative/distinctive feature selection with iterative ReliefF (IRF) 
feature selector and classification with a k nearest neighbors (kNN) classifier (shallow) to show success of the 
generated and selected features by using the proposed finger-pat based feature generation network and IRF feature 
selector. These methods and kNN achieved 94.48% classification accuracy. These results demonstrate that our 
proposed method can be used in gunshot audio analysis. 
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1. Introduction 

Nowadays, digital evidences are crucial to elucidation for a crime case. Since, humans have been 
used electronic devices everywhere and these devices has memory [1, 2]. Valuable evidences have 
generally been acquired by examining these electronic devices memory and crime investigators have 
extracted knowledge from these digital data.  This situation made it compulsory to use machine learning 
(ML) in the digital forensics to improve efficiency. Identification and classification of weapons 
according to gunshot audios are important in security, military and scientific research [3]. Therefore, 
setup scenarios are prepared and the data is obtained with microphones by repeating the gun shot. But 
the audios in the scene forensic applications are different from the setup scenario [4, 5]. Because the 
angle and position information of the weapon is not known. Determining the category, caliber and model 
of the weapon used at the scene helps the investigation process and suspect identification. Thus, it is 
necessary to detect independently of the physical conditions such as the shooter's position. 
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Audio forensic is the sub-branches of digital forensic. Audio forensic is about collecting, 
analyzing and evaluating audio recordings that can be used as evidence by justice or law enforcement 
officers [6]. Investigation of crimes committed using firearms is the subject of the audio forensic [7]. 
The audios produced by gunshot at the scene contains important information about the caliber, model 
and category of the gun used by the criminal [8]. Gun shooting causes audio at the scene. The audio 
signal differs to the characteristics of the weapon. The suspect may escape from the scene or destroy the 
weapon. In this case, it can obtain information about the gun and the audios to be taken from the devices 
that record audio, such as security camera recordings and mobile phones [9]. Therefore, audio signal in 
setup scenarios cannot be used. Audio signals for variable condition are needed. In our study, it is aimed 
to determine the model, category and caliber from the gunshot in any position, angle and space under 
variable conditions. The methods working in variable conditions are also successful in setup scenarios. 

1.1. Motivation 

Gunshot audio forensic examiner provide a lot of information for law enforcement and 
investigators. 

The main motivations of our study are given below; 

- Gunshots with unknown source can be detected using audio signals, which will be collected at 
the scene. Audio data can be obtained such as security cameras, wearable devices, mobile phone videos, 
and mobile recorders may be the sources. Using these audio signals, we can learn the brand, category 
and caliber of the weapon. 

- Provides information about the weapon if a gunshot audio is encountered in an audio file 
obtained from digital evidence. 

- The gun cannot be clearly visible on the scene camera, or there may not be an empty shell case 
at the scene. Gun information can be learned if there is a gunshot audio in the camera recordings. 

1.2. Related works 

Recent year ambient audio/sound classification and detection are among the popular topics. 
Ambient sounds are classified for many purposes. There are many studies in different areas such as 
environmental monitoring [10-12], underwater monitoring [13, 14], health [15, 16], construction and 
design [17], animal tracking [18], IT crimes [19]. Audio Forensics, the sub-branch of digital forensic, is 
the science that studies criminal audios. Investigators obtain many audio files from the scene or storage 
devices. These files may contain files with gunshots. Information about the weapon is used for the 
detection of crime. Guns are evidence in many cases such as murder, injury, extortion. Therefore, files 
with gunshots should be examined carefully. Guns are generally classified according to caliber, brand, 
model and category (such as gun rifle) information from gunshots. There are several studies in the 
literature on the analysis of gunshot. The acoustic features of gunshot audios are different. Researchers 
have proposed various methods and algorithms for the classification of audio signals. Begault and Beck 
[8] presented forensic audio gunshot analysis methods. In their study, the limitations encountered in the 
detection of gun audios and the reliability of the techniques were shown. Busse et al. [20] presented a 
model for gunshot classification. It was determined whether there was gunshot in the audio signal. The 
support vector machine (SVM) classifier was used and achieved 70.39% accuracy. Khan et al. [21] used 
the hierarchical Gaussian mixture model (GMM) Classification method for gunshot detection. He 
achieved 90% category classification in a total of 100 shots data sets in 10 different gun types. Ahmed 
et al. [22] proposed a low-cost system for the recognition of gunshot. Mel-Frequency Cepstral 
Coefficients (MFCC) and SVM classifier were used in their study. Djeddou and Touhami [23] aimed to 
classify the gunshot audio obtained from a noisy environment. GMM classifier using cepstral features 
was used. Audio signals obtained from the barrel mouth of 5 different guns are classified with a rate of 
96.29%. Kiktova et al. [24] proposed a method for determining whether there is a gunshot in the audio 
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signals obtained from noise monitoring stations in cities. Hidden Markov Model (HMM) classification 
and viterbi based decoding algorithm obtained 80% successful detection rate. Khan et al. [25] identified 
gun types using the exemplar embedding hierarchical GMM classification method. Their datasets consist 
of total of 100 gunshots by 20 different gun types. An accuracy rate of 60-72% was obtained. Morton Jr 
et al. [26] provided a method for classifying gunshot audio signals. These signals are modeled using 
HMM with autoregressive (AR). Raponi and Ali [7] presented a method for classifying gunshots using 
CNN. The dataset consists of 3655 audios of 59 different weapons and achieved 90% accuracy 
classification rate. Sánchez-Hevia et al. [27] presented a model using LS-LDA and maximum likelihood 
decision fusion method. The dataset contains 840 gunshot signals of 14 gun types. Classification rate of 
94.1% was obtained by using cepstral, spectral and temporal features. 

1.3. Our Method 

The proposed method aimed to achieve high classification accuracy like other ML methods. ML 
methods generally consists of three main phases and these are feature generation, feature selection and 
classification. Appropriate methods should be presented/used for these phases. Generally, existing 
powerful methods have been used to guarantee high success rates. Novel methods are risky methods. 
However, we preferred propose novel method in this journal. In the feature generation phase, low, 
medium and high levels features should be extracted and these features can be extracted using 
multileveled or multilayered feature generation networks such as deep learning network. Therefore, 12 
levelled (The number of levels are determined as experiments. Trail and errors method was used in this 
phase) a novel feature generation network is presented. Local feature generators such as ternary pattern, 
local binary pattern which are the mostly known descriptors aim generate global optima features using 
local relationships and kernels. They have low computational complexity, separable feature generation 
ability and clear mathematical background. Therefore, they have been widely used in the literature. 
Since, a novel nature inspired (finger-pat) one dimensional local feature generator is presented to extract 
textural features of the gunshot audios. Statistical features are also extracted of both textural features 
and raw signal.  

To select informative feature of the extracted features by a multileveled feature generation 
network, an effective feature selector should be used. Therefore, we used IRF feature selector to solve 
the automated best feature vector selection problem.  

Any classifier can be used in the classification phase since the effective feature are generated and 
selected. Therefore, kNN [28] classifier is selected to show results.  

1.4. Contributions 

This work proposes a novel gun audio classification method and our contributions are; 

- Gun audio classification is one of the most crucial for crime investigator. Therefore, an 
automated gun audio classification method must be presented for the audio forensics field. 
However, testbed is the most problem for developing gun audio classification method. By 
using automated gun audio classification methods, novel intelligent audio forensics toolboxes 
can be developed. To solve testbed problem, a novel gun dataset was collected. This dataset 
contains 851 audios of the 8 gun classes. 

- A hand-crafted and nature inspired method is presented. The used three fundamental 
components/techniques of this method are finger-pat and statistical features based feature 
generation network, IRF feature selector and kNN classifier. A new finger-pat which is a 
nature inspired feature extractor is presented in this work. This method is a nature inspired 
feature extractor to obtain textural features. In the feature generation network both textural 
features by using the proposed finger-pat and statistical feature with 19 widely preferred 
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statistical moments are extracted. Also, features of feature are generated in this work. Since, 
statistical features of the finger-pat features are generated in our network. An exhaustive and 
informative feature generation is proposed.  

- ReliefF [29] cannot select the best number of features automatically. To solve this problem 
and obtain the best feature vector, IRF method is utilized as feature selector. 

- The proposed finger-pat based feature generation network and IRF feature selector extract 
comprehensive and select informative feature. To specify this situation, kNN classifier is used 
and 94.48% classification accuracy was calculated by using kNN with 10-fold cross validation. 

2. Audio dataset  

Varying environment model was used to gather gunshot audios since YouTube was used to data 
source. The audios of the gun models were collected on YouTube [30] using videos that are open to 
everyone. These files gathered on different dates were downloaded and parts were produced for 2 
seconds for each gun type. In this way, a total of 851 files types were obtained with 8 gun models. The 
sampling rate of the audio files is 44100 Hz. Firstly, each audio file was converted to wav file format. 
And then, the audios were carefully listened to and made sure that there were no different audios or 
noises inside. It has been carefully checked that the same audio does not continue repeatedly during the 
fragmentation of the audio files. WavePad Audio Editor program was used for all these processes. The 
audio files are stored at https://www.kaggle.com/emrahaydemr/gunshot-audio-dataset for using by other 
researchers. Table 1 denotes details of the number of audios formed are listed. 

Table 1. Details of the collected gunshots audio dataset 

ID Model Number of observations 
1 AK-47 72 
2 IMI Desert Eagle (Desert Eagle) 100 
3 AK-12 98 
4 M16 200 
5 M249 99 
6 MG-42 100 
7 MP5 100 
8 Zastava M92 82 

2.1. The proposed finger pattern and iterative ReliefF based gunshot audio classification 
method 

We present a novel audio classification method for gunshots and this method consist of three 
fundamental phases. These are finger-pat and statistical moments based feature generation network, 
feature selection with IRF feature selector and classification with kNN [28]. The proposed finger-pat 
and IRF based audio classification method aims achieve high classification ability using conventional 
classifiers like kNN. Graphical overview of the proposed finger-pat and IRF based audio classification 
method is shown in Fig. 1. 

To overview the proposed finger-pat and IRF based classification method, procedure of this 
method is shown in Fig. 2. 
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Fig. 1. Graphical summarization of the proposed finger-pat and IRF based method. 

 

Fig. 2. Procedure of the proposed finger-pat and IRF based audio classification method. 
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Fig. 2 indicates pseudo code of our method. Lines 01-08 denote finger-pat and statistical moments 
based multileveled generation network, lines 09-19 show IRF feature selector based informative feature 
selection process and line 20 demonstrates classification phase. Details of the proposed finger-pat and 
IRF based classification method are given in subsections. 

2.2. Feature generation network 

This work proposes a novel feature generation network and this network aims to generate high, 
medium and low levels features. Therefore, multilevel DWT [31, 32] transform is utilized as level 
creation method. In each level, finger-pat and 19 statistical moments generate 70 features. The 
interesting side of this network is to extract features of features. The proposed feature generation network 
extracts both textural and statistical features together as shown Fig. 3. 

 

Fig. 3. Graphical structure of the proposed finger-pat and statistical moments based feature 
generator. 

Steps of the proposed finger-pat and statistical moments based multilevel feature generation 
network are; 

Step 1: Generate 11 low-pass filter sub-bands by using multilevel DWT with symlets 4 filter 
(𝑠𝑠𝑠𝑠𝑠𝑠4). Symlets 4 filter is very effective for both signal decomposition and signal denoising.  
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[𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠1,𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠1] = 𝐷𝐷𝐷𝐷𝐷𝐷(𝐺𝐺𝐺𝐺, 𝑠𝑠𝑠𝑠𝑠𝑠4) (1) 

[𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘 ,𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘] = 𝐷𝐷𝐷𝐷𝐷𝐷�𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘−1, 𝑠𝑠𝑠𝑠𝑠𝑠4�, 𝑘𝑘 = {2,3, … ,11} (2) 

where 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘 and ,𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘 are kth low pass and high pass filters of the DWT.  

Step 2: Generate 32 features from the raw audio and low pass filter sub-bands of it by using finger-
pat and extract 19 features from each 32 features using statistical feature generation function (𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠). 
Mathematical explanation of this functions are shown as below. 

  𝑠𝑠1 = ∑ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑙𝑙𝑖𝑖𝐿𝐿
𝑖𝑖=1

𝐿𝐿
 (3) 

𝑠𝑠2 = �∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1)2𝐿𝐿
𝑠𝑠=1

𝐿𝐿
 (4) 

𝑠𝑠3 = �∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠)2𝐿𝐿
𝑠𝑠=1

𝐿𝐿
 (5) 

𝑠𝑠4 =
∑ 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠𝐿𝐿
𝑠𝑠=1

𝑠𝑠3
log (

𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠
𝑠𝑠3

) (6) 

𝑠𝑠5 = �
𝐻𝐻 ∗ 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1

𝜎𝜎𝑠𝑠

𝐿𝐿

𝑠𝑠=1

 (7) 

𝑠𝑠6 =
∑ |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠+1 − 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠|𝐿𝐿
𝑠𝑠=1

𝐿𝐿
 (8) 

𝑠𝑠7 =
�𝐿𝐿(𝐿𝐿 − 1)
𝐿𝐿 − 2

�
1
𝐿𝐿 ∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1)3𝐿𝐿

𝑠𝑠=1

1
𝐿𝐿 ∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1)2𝐿𝐿

𝑠𝑠=1

� (9) 

𝑠𝑠8 =
𝐿𝐿 − 1

(𝐿𝐿 − 2)(𝐿𝐿 − 3)
�(𝐿𝐿 + 1)��

1
𝐿𝐿 ∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1)4𝐿𝐿

𝑠𝑠=1

1
𝐿𝐿 ∑ (𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠 − 𝑠𝑠1)2𝐿𝐿

𝑠𝑠=1

� − 3� + 6� (10) 

𝑠𝑠9 = 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙(
𝐿𝐿
2

) (11) 

𝑠𝑠10 = {𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙} (12) 

𝑠𝑠11 = max {𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙} (13) 

𝑠𝑠12 =
𝑠𝑠1
𝑠𝑠2

 (14) 
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𝑠𝑠13 = �∑ 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠
2𝐿𝐿

𝑠𝑠=1
𝐿𝐿

 (15) 

𝑠𝑠13 =
�1
𝐿𝐿 ∑ 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠

2𝐿𝐿
𝑠𝑠=1

1
𝐿𝐿 ∑ |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠|𝐿𝐿

𝑠𝑠=1

 (16) 

𝑠𝑠15 =
max |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙|

�1
𝐿𝐿 ∑ 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠

2𝐿𝐿
𝑠𝑠=1

 (17) 

𝑠𝑠16 =
max |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙|

1
𝐿𝐿 ∑ �|𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠|2𝐿𝐿

𝑠𝑠=1

 (18) 

𝑠𝑠17 =
max |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙|

1
𝐿𝐿 ∑ |𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙𝑠𝑠|𝐿𝐿

𝑠𝑠=1

 (19) 

𝑠𝑠18 = (max(𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙) − min(𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙)) (20) 

𝑠𝑠19 = (max(𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙) − mean(𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙)) (21) 

Where signal is input audio signal or low pass filter of it. s defines statistical moment, 𝐿𝐿 represents 
length of the signal. These equations create 𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠. Feature generation method of this step is shown in 
below. 

𝑠𝑠1(1: 32) = 𝑠𝑠𝐻𝐻𝑠𝑠𝐻𝐻𝑓𝑓𝑓𝑓 − 𝑝𝑝𝐿𝐿𝑝𝑝(𝐺𝐺𝐺𝐺) (22) 

𝑠𝑠3(1: 19) = 𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠(𝑠𝑠1(1: 32)) (23) 

𝑠𝑠1(𝑘𝑘 ∗ 32 + 1: (𝑘𝑘 + 1) ∗ 32) = 𝑠𝑠𝐻𝐻𝑠𝑠𝐻𝐻𝑓𝑓𝑓𝑓 − 𝑝𝑝𝐿𝐿𝑝𝑝(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘), 𝑘𝑘 = {1,2, … ,11} (24) 

𝑠𝑠3(𝑘𝑘 ∗ 19 + 1: (𝑘𝑘 + 1) ∗ 19) = 𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠(𝑠𝑠1(𝑘𝑘 ∗ 32 + 1: (𝑘𝑘 + 1) ∗ 32)) (25) 

As can be seen from Eqs. 22-25, 𝑠𝑠𝐻𝐻𝑠𝑠𝐻𝐻𝑓𝑓𝑓𝑓 − 𝑝𝑝𝐿𝐿𝑝𝑝(. ) represents as feature generation function of 
the finger-pat. Eqs. 22-25 define both feature generation and fusion.  

Humans have 10 finger on their hands. When the hands are put together, it is seen that the fingers 
arrangement has a center symmetric structure as shown in Fig. 4.  
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Fig. 4. Arrangement of the hand fingers. 

Therefore, a 10 sized overlapping block is used and center symmetric pattern is used for feature 
generation. Steps of the proposed finger-pat are shown as below. 

Step 2.1: Divide signal into 10 sized overlapping blocks. 

𝑝𝑝ℎ = 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝐿𝐿𝑙𝑙(𝐻𝐻: 𝐻𝐻 + 9),ℎ = {1,2, … , 𝐿𝐿 − 9} (26) 

where 𝐿𝐿 is length of signal. 

Step 2.2: Generate binary features by using center symmetric pattern and signum function. 

𝑏𝑏𝐻𝐻𝑝𝑝(𝑠𝑠) = 𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠�𝑝𝑝(𝑠𝑠),𝑝𝑝(11 − 𝑠𝑠)�,𝑠𝑠 = {1,2, … ,5} (27) 

𝑠𝑠𝐻𝐻𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠𝑝𝑝, 𝑠𝑠𝑝𝑝) = �0, 𝑠𝑠𝑝𝑝 − 𝑠𝑠𝑝𝑝 < 0
1, 𝑠𝑠𝑝𝑝 − 𝑠𝑠𝑝𝑝 ≥ 0 (28) 

where  𝑠𝑠𝑝𝑝 and 𝑠𝑠𝑝𝑝 denote first and second parameters of the signum function respectively. 

Step 2.3: Create map value of the finger-pat by using Eq. 29. 

𝑠𝑠𝐿𝐿𝑝𝑝(𝐻𝐻) = �𝑏𝑏𝐻𝐻𝑝𝑝(𝑘𝑘) ∗ 2𝑘𝑘−1
5

𝑘𝑘=1

  (29) 

Step 2.4: Calculate histogram of the map value. 

ℎ𝐻𝐻𝑠𝑠𝑝𝑝𝐿𝐿(𝑓𝑓) = 0, 𝑓𝑓 = {1,2, … , 25} (30) 

ℎ𝐻𝐻𝑠𝑠𝑝𝑝𝐿𝐿(𝑠𝑠𝐿𝐿𝑝𝑝(𝐻𝐻) + 1) =  ℎ𝐻𝐻𝑠𝑠𝑝𝑝𝐿𝐿(𝑠𝑠𝐿𝐿𝑝𝑝(𝐻𝐻) + 1) + 1 (31) 

In Eq. 30, initial values of the histogram (ℎ𝐻𝐻𝑠𝑠𝑝𝑝𝐿𝐿) are assigned as 0 and histogram extraction is 
processed in Eq. 31. 
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Fig. 5. Pattern of the proposed finger-pat and a numerical example about finger-pat. Histogram 
of the calculated map is utilized as feature vector. Thus, map value calculation is shown in this figure 

by using a numerical example. 

Step 3: Extract 19 statistical features of the raw gunshot audio and low pass filter of it. Eqs. 32 
and 33 define feature generation and concatenation.  

𝑠𝑠2(1: 19) = 𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠(𝐺𝐺𝐺𝐺) (32) 

𝑠𝑠2(𝑘𝑘 ∗ 19 + 1: (𝑘𝑘 + 1) ∗ 19) = 𝑠𝑠𝑠𝑠𝐻𝐻𝑠𝑠(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑠𝑠𝑘𝑘), 𝑘𝑘 = {1,2, … ,11} (33) 

As seen Steps 1-3, three type features are extracted and these are called as 𝑠𝑠1 (finger-pat features, 
textural features), 𝑠𝑠2 (statistical features) and 𝑠𝑠3 (features of features, statistical features of the finger-
pat features). Sizes of these features vectors are 384, 158 and 158 respectively. These features are 
concatenated and final feature vector (𝑋𝑋) with size of 840 is obtained. 

Step 4: Combine generated three feature vectors (𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3 ) to generate 𝑋𝑋. Mathematical 
definition of the feature concatenation is shown in Eqs. 34-36. 

𝑋𝑋(𝐻𝐻) = 𝑠𝑠1(𝐻𝐻), 𝐻𝐻 = {1,2, … ,384} (34) 

𝑋𝑋(𝑗𝑗 + 384) = 𝑠𝑠2(𝑗𝑗), 𝑗𝑗 = {1,2, … ,158} (35) 

𝑋𝑋(𝑗𝑗 + 542) = 𝑠𝑠3(𝑗𝑗), 𝑗𝑗 = {1,2, … ,158} (36) 
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2.3. IRF based feature selection 

ReliefF [29] is one of the mostly preferred feature selector for informative feature selection and 
generates weights which are both positive and negative for each feature. By using the generated feature 
weights, feature selection is processed in ReliefF. Negative weighted features can be assigned as 
redundant features in the ReliefF. However, there is no automatic optimal number of features selection 
method. To solve this problem, a new generation ReliefF is presented and it is named as IRF. IRF uses 
ReliefF weights to select optimal features. In the IRF, a loss value generator, we selected classifiers as 
loss value generator, and an iteration are used to select optimal features. Steps of our presented feature 
selector and graphical summarization of the IRF are shown in below. 

 

Fig. 6. Flow diagram of the used IRF feature selector. The proposed methods select from 32 
features to 532 features and it calculates error rate of each features by using kNN classifier. 

Step 5: Generate ReliefF weights of the 𝑋𝑋. 

𝐿𝐿𝑓𝑓𝐻𝐻𝐻𝐻ℎ𝑝𝑝 = 𝑅𝑅𝑓𝑓𝑙𝑙𝐻𝐻𝑓𝑓𝑠𝑠𝑅𝑅(𝑋𝑋, 𝑝𝑝𝐿𝐿𝑓𝑓𝐻𝐻𝑓𝑓𝑝𝑝) (37) 

Step 6: Calculate index values of the sorted features. 

[𝑠𝑠𝐿𝐿𝑚𝑚𝐻𝐻, 𝐻𝐻𝑠𝑠𝑖𝑖𝑓𝑓𝑚𝑚] = 𝑠𝑠𝐿𝐿𝑓𝑓𝑝𝑝(𝐿𝐿𝑓𝑓𝐻𝐻𝐻𝐻ℎ𝑝𝑝) (38) 

where 𝑠𝑠𝐿𝐿𝑓𝑓𝑝𝑝(. ) is sorting function. 
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Step 7: Select features. IRF has high computational complexity, hence, 501 features are selected 
in this work to decrease complexity. 

𝑠𝑠𝑓𝑓𝐿𝐿𝑝𝑝𝑆𝑆−31(𝐻𝐻) = 𝑋𝑋�𝐻𝐻𝑠𝑠𝑖𝑖𝑓𝑓𝑚𝑚(𝐻𝐻)�, 𝐻𝐻 = {1,2, … , 𝑆𝑆}, 𝑆𝑆 = {32,33, … ,532}  (39) 

Step 8: Calculate loss values of the selected features by using kNN with 10-fold CV. 

𝑙𝑙𝐿𝐿𝑠𝑠𝑠𝑠(𝑆𝑆 − 31) = 𝑘𝑘𝑘𝑘𝑘𝑘(𝑠𝑠𝑓𝑓𝐿𝐿𝑝𝑝𝑆𝑆−31, 𝑝𝑝𝐿𝐿𝑓𝑓𝐻𝐻𝑓𝑓𝑝𝑝, 10) (40) 

Step 9: Find index (𝐻𝐻𝑠𝑠𝑖𝑖) of the minimum loss value. 

[𝑠𝑠𝐻𝐻𝑠𝑠𝐻𝐻, 𝐻𝐻𝑠𝑠𝑖𝑖] = min (𝑙𝑙𝐿𝐿𝑠𝑠𝑠𝑠) (41) 

𝐻𝐻𝑠𝑠𝑖𝑖 = 𝐻𝐻𝑠𝑠𝑖𝑖 + 31 (42) 

The proposed IRF starts selecting features from 32 features. Therefore, Eq. 42 is used to calculated 
optimal number of features. 

Step 10: Select optimal number of features. 

𝑠𝑠𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠𝑂𝑂𝑠𝑠𝑙𝑙(𝐻𝐻) = 𝑋𝑋�𝐻𝐻𝑠𝑠𝑖𝑖𝑓𝑓𝑚𝑚(𝐻𝐻)�, 𝐻𝐻 = {1,2, … , 𝐻𝐻𝑠𝑠𝑖𝑖} (43) 

where 𝑠𝑠𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠𝑂𝑂𝑠𝑠𝑙𝑙 is optimal features.   

2.4. Classification 

The last phase of our method is classification. kNN classifier is used in this work. Parameters of 
the kNN are given as follows. k value is selected as 1 and distance metric is chosen Manhattan (City 
Block) distance metric. Mathematical explanation of the Manhattan distances is shown as below.  

𝑖𝑖𝐻𝐻𝑠𝑠𝑝𝑝(𝐺𝐺,𝐵𝐵) = � |𝐺𝐺𝑠𝑠 − 𝐵𝐵𝑠𝑠|
𝐷𝐷

𝑠𝑠=1

 
(44) 

This kNN classifier is used for both feature selection (loss function of the IRF feature selector) 
and classification. The last step (Step 11) is shown as below. 

Step 11: Classify 𝑠𝑠𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠𝑂𝑂𝑠𝑠𝑙𝑙 by using kNN. 

𝑝𝑝𝑝𝑝 = 𝑘𝑘𝑘𝑘𝑘𝑘(𝑠𝑠𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠𝑂𝑂𝑠𝑠𝑙𝑙 , 𝑝𝑝𝐿𝐿𝑓𝑓𝐻𝐻𝑓𝑓𝑝𝑝, 10) (45) 

2.5. Experiments 

We collected a novel dataset from YouTube [30]. Therefore, these gunshot audios were collected 
from varying environments.  We did not use any experimental setup for gunshot audios recording. A 
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novel ML method was presented to classify these gun-shots with high accuracy. Our experimental setup 
for designing the proposed finger-pat and IRF based classification method is given as follows. The 
proposed finger-pat and IRF based audio classification was coded in MATLAB (2018b) programming 
environment on a desktop computer (DC). Our DC has 32 GB RAM, 3.2 GHz 7th generation i7 CPU 
and Windows 10.1 operating system.  

To evaluate performance of the used classifier (kNN). Accuracy (𝑐𝑐𝐿𝐿𝑐𝑐), unweighted average 
precision, recall, F1 (𝑈𝑈𝐺𝐺𝑅𝑅,𝑈𝑈𝐺𝐺𝐿𝐿,𝑅𝑅1) and geometric mean (𝐻𝐻𝑠𝑠) are utilized [33-35]. We used multiclass 
classification. Therefore, these performance metrics have been used. Mathematics of them;  

𝑈𝑈𝐺𝐺𝐿𝐿 =
1
𝐷𝐷
�

𝐷𝐷𝐿𝐿𝑠𝑠
𝐷𝐷𝐿𝐿𝑠𝑠 + 𝑅𝑅𝐿𝐿𝑠𝑠

𝑇𝑇

𝑠𝑠=1

 (46) 

𝑈𝑈𝐺𝐺𝑅𝑅 =
1
𝐷𝐷
�

𝐷𝐷𝐿𝐿𝑠𝑠
𝐷𝐷𝐿𝐿𝑠𝑠 + 𝑅𝑅𝑘𝑘𝑠𝑠

𝑁𝑁

𝑠𝑠=1

 (47) 

𝐻𝐻𝑠𝑠 = ��
𝐷𝐷𝐿𝐿𝑠𝑠

𝐷𝐷𝐿𝐿𝑠𝑠 + 𝑅𝑅𝐿𝐿𝑠𝑠

𝑇𝑇

𝑠𝑠=1

𝑇𝑇

 (48) 

𝑅𝑅1 =
2 ∗ 𝑈𝑈𝐺𝐺𝐿𝐿 ∗ 𝑈𝑈𝐺𝐺𝑅𝑅
𝑈𝑈𝐺𝐺𝐿𝐿 + 𝑈𝑈𝐺𝐺𝑅𝑅

 (49) 

𝑐𝑐𝐿𝐿𝑐𝑐 =
𝐷𝐷𝐿𝐿𝑠𝑠 + 𝐷𝐷𝑘𝑘𝑠𝑠

𝐷𝐷𝐿𝐿𝑠𝑠 + 𝐷𝐷𝑘𝑘𝑠𝑠 + 𝑅𝑅𝐿𝐿𝑠𝑠 + 𝑅𝑅𝑘𝑘𝑠𝑠
 (50) 

where 𝐷𝐷𝐿𝐿,𝐷𝐷𝑘𝑘,𝑅𝑅𝐿𝐿,𝑅𝑅𝑘𝑘 and 𝐷𝐷 are number of true positives, number of true negatives, number of 
false positives, number of false negatives and number of classes. The obtained measurements were listed 
in Table 2.  

Table 2. The calculated performance measurements by using kNN. 

Measurement Rate (%) 
Classification accuracy 94.48 
Unweighted Average Recall 93.92 
Unweighted Average Precision 94.91 
F1-score 94.41 
Geometric Mean 93.72 

 To validate these results, confusion matrix of this method is shown in Fig. 7. 
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Fig. 7. The confusion matrix resulted by using kNN classifier. 

As seen from Fig. 7, perfect classification rate (100.0% classification accuracy) was founded in 
three classes which are 3rd, 4th and 8th classes. 

3. Discussions 

For the gunshot analysis, ballistic and chemometrics analysis have generally used in crime scene. 
Manual audio analysis for gunshots are very difficult and a lot of time is needed to analyze these audios. 
Nowadays, time is one of the most valuable thing. Audio forensics analysis are processed manually by 
an expert. Therefore, these processes are depended on the audio forensic expert. Success of case is 
directly proportional success of the crime investigator (audio forensic analysis expert). To decrease error 
rate of this processes and eliminate waste of time, ML based automated audio classification methods 
should be used.  This paper is proposed finger-pat and IRF based gunshot audio classification method 
to automatically analysis gunshots in crime investigation. This finger-pat and IRF based classification 
method is a cognitive method because problems of the ML are solved in this method step by step. This 
method is a nature inspired ML method. By using the proposed cognitive ML methods and other ML 
methods, intelligent audio analysis agents/toolboxes can be developed.  According to audio forensics 
examiners, the proposed method will save a lot of time for audio analyses and it will not be necessary 
to use chemometrics and ballistic analysis for some cases. 

We presented a new generation ML method. This method uses a finger-pat based feature 
generation network. The interesting side of the proposed feature generation network is to extract features 
of features. The proposed new generation gunshot audio classification method has a multileveled feature 
generation network. This network generates 840 features and IRF selects 517 the most informative 
features. Plotting of the IRF based feature selection process is shown in Fig. 8.  
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Fig. 8. Feature selection process of the IRF feature selector. 

 

Fig. 8 shown error rates of each selected features. To clearly indicate success of the proposed 
finger-pat and IRF based gunshot audio classification method, this method was compared to other 
gunshot classification methods and results were listed in Table 3. 

Table 3. Results of the proposed method and other gunshot classification methods. 

Study and Year Dataset  Method and Classifier Accuracy Rate 

Signal Acquisition 
Conditions 

Varying Setup 
scenario 

[21] 10 gun and 
100 gunshot 

Gaussian Mixture 
Model (GMM) 

90% category - + 

[25] 20 gun and 
100 gunshots 

Exemplar embedding 
using 
hierarchical GMM  

95-100% 
(category) 
60-72% (model) 

+ - 

[36] 4 gun and 
194 gunshots 

Time-of-arrival and 
direction-of-arrival 
estimation 

86% (caliber) - - 

[26] 5 gun and 
46 gunshots 

Hidden Markov 
model (HMM) 
 

95.65% (model) - + 

[23] 5 gun and 
230 gunshots 

Hierarchical GMM 
classification 

96.29% (category) - + 

[24] 4 gun and 
372 gunshot 

HMM  80% (model) - + 

[27] 14 gun and 
840 gunshots 

LS-LDA & 
Maximum 
Likelihood decision 
fusion 

94.1% (model) + - 

32 132 232 332 432 532

Number of features 

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Lo
ss

 v
al

ue
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[20]  1 gun  
374 gunshots 

SVM 50% 
(Binary 
classification) 

+ - 

[7] 59 gun 
models  
3655 
gunshots 

Convolutional Neural 
Networks 

90% (Category, 
Caliber, and 
Model) 

+ + 

Our Proposed 
Method 

8 gun 
models with 
851 gunshots 

Finger Pattern Feature 
Generator and 
Iterative ReliefF 
Feature Selector 

94.48% (model) 
classification 
accuracy 

+ + 

As can be seen Table 3, the proposed achieved high classification accuracy for detecting model 
of the used guns. Also, the gathered dataset has 851 audios and it is a heterogeneous dataset. In this 
view, it is a good testbed to evaluate general success of the classification methods. This dataset clearly 
demonstrated of general success of the finger-pat and IRF based method. Benefits of our methods are; 

- There are limited gunshot datasets in the literature. Therefore, a new gunshot dataset was 
collected and it was publicly published in this work.   

- A new nature inspired feature extractor is presented and it is called as finger-pat. We used 
finger-pat as one of the fundamental feature extractors of our method. 

- The optimal number of features are selected by using IRF. This result denoted that IRF solves 
optimal number of features selection problem. 

- This paper presented a new gunshot audios classification method by using finger-pat and 
statistical moments based feature generation network and IRF feature selector together. The 
selected features were forwarded to kNN and 94.48% classification was achieved. This 
situation demonstrated success of the finger-pat and IRF based feature generation and selection 
methods. 

- Robust classification results were obtained. Since, 10-fold CV was used as validation and test 
strategy. 

- A high accurate method is presented. The proposed finger-pat and IRF based method resulted 
high accuracy on a heterogonous dataset.  

-  This method uses hand-crafted features and these methods are both simply and distinctive. 
They also have low computational complexity. In the proposed finger-pat and IRF based 
method, there is no need to set millions of parameters as in deep learning networks. Therefore, 
this method is a lightweight method. 

- This paper defined ML feature generation and feature selection problems and it solved them 
step by step. In this view, this method is a cognitive method. 

- There are limited ML based applications in the audio forensics. This work aimed solve this 
problem because ML based applications save a lot of time in the audio forensics examinations 
according to audio forensics experts. 
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4. Conclusion 

Audio forensics is one of the mostly crucial sub-branches of the digital forensics. However, 
mostly audio forensics cases have been analyzed manually. Expertise level of audio forensics examiner 
directly affects to case. In order to minimize human mistakes, ML based methods must be used. Gunshot 
audio classification is one of the hard problems of the audio forensics. Therefore, we presented a novel 
automated gunshot audio classification method. In the first phase, we collected a new gunshot audios 
dataset from YouTube as a testbed. A new generation textural feature extraction function is proposed in 
this work and this feature extractor is named as finger-pat. The presented finger-pat was inspired by 
arrangement of human hands fingers. To generate comprehensively and multileveled features, 19 
statistical moments, finger-pat and DWT were used together. IRF is a new generation variation of the 
ReliefF and it solved optimal features selection problem of the ReliefF feature selector. The selected 
most informative features were classified by using kNN. kNN reached 94.48% classification accuracy 
for gun models classification. The performance of the developed finger-pat and IRF based gunshot 
classification model was assessed by audio forensics experts and they confirmed effectiveness of this 
model.  

5. Future Directions 

Our future directions are; 

- Gunshot audio classification is a hard problem for audio forensics experts. Therefore, a novel 
ML based assistant systems can be developed by using the proposed finger-pat and IRF based 
method for gunshot audios classification. 

- Chemometrics0 and ballistic analyzes are high costly. To decrease cost for gun model 
detection, novel ML based applications/models can be developed. 

- The proposed finger-pat and IRF based feature generation network and feature selection model 
can be applied to other signals for classifications. 

- Finger-pat is a nature inspired feature extractor. This work shows that a high accurate 
classification method can be developed. Many nature-inspired feature extractors can be 
proposed.  

- We collected a new gunshot audios dataset. Bigger datasets can be collected and our model 
can be tested on bigger datasets.  
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