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DISTINGUISHED NORMALIZATION ON NON-MINIMAL NULL

HYPERSURFACES

CYRIAQUE ATINDOGBÉ AND LIONEL BERARD-BERGERY

(Communicated by Bayram SAHIN)

Abstract. We show that on a non-minimal lightlike hypersurface with nullity
degree 1, there exists a unique null transversal (normalizing) vector �eld with
prescribed calibrated divergence, for which the induced connection and the Levi-
Civita connection of the associate non-degenerate metric coincide.

1. Introduction

In pseudo-Riemannian manifolds, due to the causal character of three categories of

vector �elds (namely, space-like, time-like and null), the induced metric on a hyper-

surface is a non-degenerate metric tensor �eld or a degenerate symmetric tensor �eld

depending on whether the normal vector �eld is of the �rst two types or the third

one. On non-degenerate hypersurfaces one can consider all the fundamental intrinsic

and extrinsic geometric notions. In particular, a well de�ned (up to sign) notion of

the unit orthogonal vector �eld is known to lead to a canonical decomposition of the

ambient tangent space into two factors: a tangent and an orthogonal one. Therefore,

by respective projections, one has fundamental equations such as the Gauss, the Co-

dazzi, the Weingarten equations,... along with the second fundamental form, sharp

operator, induced connection, etc. The case the normal vector �eld is null (also called

lightlike), the hypersurface is called lightlike. The geometry of lightlike submanifolds

is di�erent and rather di�cult since (contrary to the non-degenerate conterpart) the

normal vector bundle intersects (non trivially) with the tangent bundle. Thus, one

can not �nd natural projector (and hence there is no preferred induced connection

such as Levi-Civita) to de�ne induced geometric objects on a lightlike submanifold.

This is basically the normalization problem.
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Several authors considered this problem in various ways (Akivis-Goldberg [1, 2],

Duggal-Bejancu[12], Penrose[17], Katsuno[13], Carter[9], Taub[19], Larsen[15, 16],

Pinl[18],etc.). For the most part, these studies are specifc to a given problem, of-

ten with auxiliary non-canonical choices on which, unfortunately, depends the con-

structed null geometry. Duggal and Bejancu in [12] introduced a general geometric

technique to deal with the above anomaly. Their approach is basically extrinsic (in

contrast to the intrinsic one developed by Kupeli [14]), that is very close to the known

theory of non-degenerate submanifolds. This approach introduces a non-degenerate

screen distribution (or equivalently a null transversal line vector bundle as we may

see below) so as to get three factors splitting of the ambient tangent space and derive

the main induced geometric objects such as second fundamental forms, sharp opera-

tors, induced connections, curvature, etc. Unfortunately, the screen distribution is not

unique and there is no preferred one in general. As a consequence, it is a systematic

task in this approach to study the dependence of the discussed structures and the in-

duced geometric objects with respect to (not only) the screen distribution but also to

the choice of the normalizing pair of null vectors. The least we can say is that for the

above approach to be complete and consistent, we still need to build a distinguished

normalization to accompany it. Most of our recent work are indeed devoted to this

normalizing problem [3, 4, 7, 5], including the present one.

The paper is organized as follows. In section 2 we make a general set up on light-

like hypersuerfaces. Section 3 introduces associate metric to a normalized lightlike

hypersurface through pseudo-inversion of degenerate metrics and section 4 deals with

the determinant of the associate metric relative to the induced volume element. In

section 5 we present a technical lemma accounting on how induced geometric objects

change under change in normalization followed by a compatibility result needed in the

formulation of our normalization constraints. Thereafter, we consider in section 6 the

invariant normalizing di�erential equation and introduce in section 7 the calibrated

divergence of sections along the null hypersuerfaces. Finally, we present the main

result in section 8 followed by a basic example on the null cone ∧30 ⊂ R4
1.

2. Basic facts on null (lightlike) hypersurfaces

Consider a hypersurface M of an (n + 2)-dimensional semi-Riemannian manifold

(M, g) of constant index 0 < ν < n + 2. In the classical theory of non-degenerate

hypersurfaces, the normal bundle has trivial intersection {0} with the tangent bundle

and plays an important role in the introduction of the main induced geometric objects

on M . In a lightlike setting, it is well known that the normal bundle TM⊥ of the

lightlike hypersurface Mn+1 is a rank 1 vector subbundle of the tangent bundle TM .

A complementary bundle of TM⊥ in TM is a rank n non-degenerate distribution

over M , called a screen distribution of M , which we denote by S (N), such that

TM = S (N)⊕Orth TM⊥,(2.1)

where ⊕Orth denotes the orthogonal direct sum. Existence of S (N) is secured pro-

vided M be paracompact. A lightlike hypersurface with a speci�c screen distribution



20 CYRIAQUE ATINDOGBÉ AND LIONEL BERARD-BERGERY

is denoted by (M, g,S (N)). We know [12] that for such a triplet, there exists a unique

rank 1 vector subbundle tr(TM) of TM over M , such that for any non-zero section

ξ of TM⊥ on a coordinate neighborhood U ⊂M , there exists a unique section N of

tr(TM) on U satisfying

(2.2) g(N, ξ) = 1, g(N,N) = g(N,W ) = 0, ∀ W ∈ S (N)|U ).

Then TM is decomposed as follows:

TM |M = TM ⊕ tr(TM) = {TM⊥ ⊕ tr(TM)} ⊕Orth S (N).(2.3)

We call tr(TM) a (null) transversal vector bundle along M . In fact, from (2.2) and

(2.3) one shows that, conversely, a choice of a transversal bundle tr(TM) determines

uniquely the screen distribution S (N). A vector �eld N as in (2.2) is called a null

transversal vector �eld ofM . It is then noteworthy that the choice of a null transversal

vector �eld N alongM determines both the null transversal vector bundle, the screen

distribution and a unique radical vector �eld, say ξ, satisfying (2.2). Whence, from

now on, by a normalized lightlike hypersurface we mean a triplet (M, g,N) where

g is the induced metric on M along with a null transversal vector �eld N . In fact,

in case the ambient manifold M has Lorentzian signature, at an arbitrary point x

in M , a real lightlike cone Cx is invariantly de�ned in the (ambient) tangent space

TxM and is tangent to M along a generator emanating from x. This generator is

exactly the radical �ber ∆x = TxM
⊥. Each null vector �eld N , x 7−→ Nx ∈ Cx \∆x

determines a normalization ofM . Let (M, g,N) be a normalized lightlike hypersurface.

A null vector �eld Ñ is a normalizing �eld for (M, g) if and only if Ñ = φN + ζ, for

some nowhere vanishing φ ∈ C∞(M) and ζ ∈ Γ(TM). A change in normalization

N −→ Ñ = φN + ζ is called isotropic scaling (from N) if ζ = 0 that is Ñ = φN .

In such a change of normalization the screen distribution corresponding to the null

transversal vector �eld N is preserved while there is an "homothetic" scaling in the

radical vector �eld ξ̃ = 1
φξ. It is called tangential scaling (from N) if φ = 1, that is

Ñ = N + ζ. Here a change in screen distribution occurs and the null vector �elds N

and Ñ are dual to the same radical vector �eld ξ ∈ TM⊥, i.e 〈Ñ , ξ〉 = 〈N, ξ〉 = 1 as

in (2.2). The general case Ñ = φN + ζ is called mixed scaling (from N).

Now, on a normalized lightlike hypersurface (M, g,N), the local Gauss and Wein-

garten equations are given by

∇XY = ∇XY +B(X,Y )N,(2.4)

∇XN = −ANX + τ(X)N,(2.5)

∇XPY =
?

∇X PY + C(X,PY )ξ,(2.6)

∇Xξ = −
?

AξX − τ(X)ξ,(2.7)

for any X,Y ∈ Γ(TM), where ∇ denotes the Levi-Civita connection on (M, g), ∇
denotes the connection on M induced from ∇ through the projection along N and

?

∇
denotes the connection on the screen distribution S (N) induced from ∇ through the

projection morphism P of Γ(TM) on Γ
(
S (N)

)
with respect to the decomposition
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(2.1). Now the (0, 2) tensors B and C are the local second fundamental forms on TM

and S (N) respectively,
?

Aξthe local shape operator on S (N) and τ a 1−form on TM

de�ned by

τ(X) = g(∇XN, ξ).
The subbundle S (N) is canonically isomorphic to the factor vector bundle TM/TM⊥

and the second fundamental form B satis�es

(2.8) B(X, ξ) = 0, and B(X,Y ) = g(
?

AξX,Y ), ∀X,Y ∈ Γ(TM).

Denote by R and R the Riemann curvature tensors of ∇ and ∇, respectively. Recall
the following Gauss-Codazzi equations [12, p. 93]

〈R(X,Y )Z, ξ〉 = (∇XB)(Y, Z)− (∇YB)(X,Z)

+τ(X)B(Y, Z)− τ(Y )B(X,Z),(2.9)

〈R(X,Y )Z,PW 〉 = 〈R(X,Y )Z,PW 〉+B(X,Z)C(Y, PW )

−B(Y, Z)C(X,PW ),(2.10)

〈R(X,Y )ξ,N〉 = 〈R(X,Y )ξ,N〉 = C(Y,
?

AξX)− C(X,
?

AξY )

−2dτ(X,Y ), ∀X,Y, Z,W ∈ Γ(TM |U ).(2.11)

3. Pseudo-inversion of degenerate metrics

We recall from [6] the following results. Consider a normalized null hypersurface

(M, g,N) and de�ne the 1−form

η(•) = g( N , • ).

For all X ∈ Γ(TM), X = PX + η(X)ξ and η(X) = 0 if and only if X ∈ Γ(S (N)).

Now, we de�ne [ by

[ : Γ(TM) −→ Γ(T ∗M)

X 7−→ X[ = g( X , • ) + η(X)η( • ).(3.1)

Clearly, such a [ is an isomorphism of Γ(TM) onto Γ(T ∗M), and can be used to

generalize the usual non-degenerate theory. In the latter case, Γ(S (N)) coincides with

Γ(TM), and as a consequence the 1−form η vanishes identically and the projection

morphism P becomes the identity map on Γ(TM). We let ] denote the inverse of the

isomorphism [ given by (3.1). For X ∈ Γ(TM) (resp. ω ∈ T ∗M), X[ (resp. ω]) is

called the dual 1−form of X (resp. the dual vector �eld of ω) with respect to the

degenerate metric g. It follows from (3.1) that if ω is a 1−form on M , we have for

X ∈ Γ(TM),

ω(X) = g(ω], X) + ω(ξ)η(X).

De�ne a (0, 2)−tensor g by

g(X,Y ) = X[(Y ), ∀X,Y ∈ Γ(TM).

Clearly, g de�nes a non-degenerate metric on M which plays an important role in

de�ning the usual di�erential operators gradient, divergence, Laplacian with respect
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to degenerate metric g on lightlike hypersurfaces ([6] for details). It is called the

associate metric to g on (M, g,N). Also, observe that g coincides with g if the latter

is non-degenerate. The (0, 2)−tensor g[ · , · ], inverse of g is called the pseudo-inverse

of g. With respect to the quasi orthonormal local frame �eld {∂0 := ξ, ∂1, · · · , ∂n, N}
adapted to the decompositions (2.1) and (2.3) we have

(3.2) g(ξ, ξ) = 1, g(ξ,X) = η(X),

g(X,Y ) = g(X,Y ) ∀X,Y ∈ Γ(S (N)),

and the following holds [6].

Proposition 3.1. (α) For any smooth function f : U ⊂M → R we have

gradgf = g[αβ]fα∂β where fα =
∂f

∂xα
∂β =

∂

∂xβ
α, β = 0, . . . n

(β) For any vector �eld X on U ⊂M

divgX =

n∑
α=0

εαg(∇XαX,Xα) ; ε0 = 1

(γ) for a smooth function f de�ned on U ⊂M we have

∆gf =

n∑
α=0

εαg(∇Xαgradgf,Xα)

In particular, ρ being an endomorphism (resp. a symmetric bilinear form) on

(M, g,N), we have

trρ = tracegρ =

n∑
α,β=0

g[αβ]g(ρ(∂α), ∂β)

(resp. tracegρ =

n∑
α,β=0

g[αβ]ραβ ).

4. The determinant of the associate metric g relative to the induced

volume element

Let (Mn+1, g,N) be a normalized null hypersurface of of an (n + 2)-dimensional

oriented semi-Riemannian manifold (M, g) of constant index 0 < ν < n + 2. We

denote by ω̃ the unique volume element on M compatible with g and the orientation.

The induced volume element θN is de�ned by

θN (X0, . . . , Xn) = ω̃(X0, . . . , Xn, N).

A unimodular basis for θN consists of a basis (X0, . . . , Xn) of the tangent space

TxM for which θN (X0, . . . , Xn) = 1. It is called adapted unimodular if X0 = ξ

and 〈Xi, N〉 = 0. In general, a frame �eld (X0, . . . , Xn) of M will be called adapted if

span(X0) = TM⊥ ⊂ TM and (X1, . . . , Xn) spans the (associated) screen distribution

(we denote ) S (N). Now, let (X0, . . . , Xn) be a unimodular basis for θ in a neigh-

borhood of a point x ∈M . For the non-degenerate g, if we set g
αβ

= g(Xα, Xβ), then
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the determinant of the matrix [g
αβ

] is independent of the choice of unimodular basis

(X0, . . . , Xn). This number is denoted detθN g and called the determinant of the asso-

ciate metric g relative to the induced volume element. The basic fact of this section is

that this number is invariant under any change of normalization N −→ Ñ = ϕN + ζ.

Theorem 4.1. Let (Mn+1, g) be a null hypersurface of a (n+ 2)-dimensional semi-

Riemannian manifold (M, g). Then detθN g is invariant under any change of normal-

ization.

Proof. Let N and Ñ = φN + ζ be two normalizations of (M, g). The associate

metric to g relative to N is given by g = g + η ⊗ η. Let g̃ denote the associate metric

to g relative to Ñ . We have

(4.1) g̃ = g + (φ2 − 1)η ⊗ η + φ
(
η ⊗ ζ[ + ζ[ ⊗ η

)
+ ζ[ ⊗ ζ[,

where ζ[ denotes g(ζ, .).

Let (X0, . . . , Xn) be an adapted unimodular basis for θN , i.e with

〈X0, N〉 = 1 and Xi ∈ S (N) ∀i = 1, . . . , n,

where 〈, 〉 stands for both g or g (accordingly) and we use the following range of

indices. Letters i, j, k, · · · = 1, . . . n; α, β, γ, · · · = 0, . . . n and A,B, · · · = 0, . . . n + 1.

Then using (4.1), we have

g̃
α0

= g̃
0α

=


φ2 si α = 0

φ〈ζ,Xi〉 si α = i.

and

g̃
ij

= g
ij

+ 〈ζ,Xi〉〈ζ,Xj〉.

So,

detθN g̃ =

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ2 φ〈ζ,X1〉 . . . . . . φ〈ζ,Xn〉
φ〈ζ,X1〉

...

... g
ij

+ 〈ζ,Xi〉〈ζ,Xj〉
φ〈ζ,Xn〉

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

We distinguish two cases: ζ 6= 0 and ζ = 0.

Case ζ 6= 0. This case implies Pζ 6= 0 ( as 〈Ñ , Ñ〉 = 0 = 2φη(ζ) + ‖Pζ‖2 with

φ 6= 0 and ζ = η(ζ) + P (ζ) ) and without loss of generality, we may consider an

adapted unimodular basis for θN such that

X0 = ξ, X1 = Pζ, and Xi ∈ S (N) ∩ (Pζ)⊥S (N) i = 2, . . . , n.

It follows that
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det
θN

g̃ = φ2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 ‖ζ‖2 0 . . . . . . 0

‖ζ‖2 g
11

+ ‖ζ‖4 g
12

. . . g
12

0 g
12

...

...
... g

ij

0 g
1n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= φ2

∣∣∣∣∣∣∣∣∣∣∣∣

g
11

+ ‖ζ‖4 g
12

. . . g
12

g
12

... g
ij

g
1n

∣∣∣∣∣∣∣∣∣∣∣∣

−φ2‖ζ‖2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

‖ζ‖2 g
12

. . . g
12

0
...

...
...

...
... g

ij
(i, j ≥ 2)

0 g
1n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and direct development of above two determinants gives detθN g̃ = φ2 detθN g. But

with Ñ = φN + ζ we have θÑ = φθN . So, if (X0, . . . , Xn) is an adapted unimodu-

lar basis for θN , then (
1

φ
X0, . . . , Xn) is an adapted unimodular basis for θÑ . Thus

det
θÑ
g̃ = φ−2 detθN g̃. Finally, we have

det
θÑ

g̃ = φ−2 det
θN

g̃ = φ−2 · φ2 det
θN

g = det
θN

g.

Case ζ = 0. Relation (4.1) reduce to

g̃ = g + (φ2 − 1)η ⊗ η.

Then,

g̃
α0

= g̃
0α

=


φ2 if α = 0

0 if α = i.

and

g̃
ij

= g
ij
, ∀ i, j.

It follows that
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det
θN

g̃ =

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ2 0 . . . . . . 0

0
...
... g

ij

0

∣∣∣∣∣∣∣∣∣∣∣∣∣

= φ2

∣∣∣∣∣∣∣∣∣∣∣∣∣

1 0 . . . . . . 0

0
...
... g

ij

0

∣∣∣∣∣∣∣∣∣∣∣∣∣
= φ2 det

θN
g,

and taking account of θÑ = φθN , we get,

det
θÑ

g̃ = φ−2 det
θN

g̃ = φ−2 · φ2 det
θN

g = det
θN

g.�

5. Some technical results

5.1. A technical lemma. The following lemma (we give a detailed proof in [3])

accounts for relationship between the induced geometric objects described in section 2

with respect to a change of normalization N −→ Ñ = φN + ζ.

Lemma 5.1 ([3]). Let {ξ,N} be a normalizing pair as in (2.2) and consider the

change of normalization Ñ = φN + ζ with corresponding radical vector �eld ξ̃. Then,

(a) ξ̃ =
1

φ
ξ,

(b) 2φη(ζ) + ||ζ||2 = 0,

(c) BÑ (X,Y ) =
1

φ
BN (X,Y ),

(d) P̃ = P − 1

φ
g(ζ, ·)ξ,

(e) CÑ (X, P̃Y ) = φCN (X,PY )− g(∇Xζ, PY )

+ [τN (X) +
X · φ
φ

+
1

φ
BN (ζ,X)]g(ζ, Y ),

(f) ∇̃XY = ∇XY −
1

φ
BN (X,Y )ζ

(g) τ Ñ = τN + d ln |φ|+ 1

φ
BN (ζ, ·),

(h) AÑ = φAN −∇.ζ + [τN + d ln |φ|+ 1

φ
BN (ζ, ·)]ζ,

(i)
?

Aξ̃=
1

φ

?

Aξ−
1

φ2
BN (ζ, ·)ξ,
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for all tangent vector �elds X and Y .

5.2. A compatibility result. The induced metric g is not compatible with the in-

duced connection∇N in general and this compatibility arises if and only if the lightlike

hypersurfaceM is totally geodesic inM . Let ∇g denote the Levi-Civita connection of

the non-degenerate associate metric g on (M, g,N). We are now interested in charac-

terizing the normalizations for which the Levi-Civita connection ∇g of g agrees with

the induced connection ∇N due to N , i.e ∇g = ∇N . For this we recall the following.

Lemma 5.2 ([6]). For all X,Y, Z ∈ Γ(TM) we have,(
∇Xg

)(
Y, Z

)
= η(Y )

(
B(X,PZ)− C(X,PZ)

)
+η(Z)

(
B(X,PY )− C(X,PY )

)
(5.1)

+2τ(X)η(Y )η(Z).

We derive the following result on the compatibility condition.

Theorem 5.1. Let (M, g,N) be a normalized lightlike hypersurface of a pseudo-

Riemannian manifold (M̄, ḡ). The induced connections ∇N and the Levi-Civita con-

nection ∇g of the associate metric g on (M, g,N) agree if and only if for all X,Z ∈
Γ(TM),

(5.2)


B(X,PZ) = C(X,PZ)

τ(X) = 0.

Proof. LetX, Y and Z be tangent vector �elds onM . As ∇̃ is the Levi-Civita con-

nection of g and∇ is torsion-free, the compatibility condition read
(
∇X g

) (
Y, Z

)
= 0

for allX, Y, Z ∈ Γ(TM). Put Y = Z = ξ in (5.1) to get τ(X) = 0 for allX ∈ Γ(TM),

and setting Y = ξ yields B(X,PZ) = C(X,PZ) for all X, Z ∈ Γ(TM) �
We derive from (5.1) the main covariant derivative formula

X · g(X,Z) = g(∇XY,Z) + g(Y,∇XZ) + η(Y )(B(X,PZ)− C(X,PZ))

+η(Z)(B(X,PY )− C(X,PY )) + 2τ(X)η(Y )η(Z).(5.3)

Recall that a normalization (M, g,N) is called screen conformal [7] if on any co-

ordinate neighbourhood U ⊆ M there exists a non-vanishing smooth function ϕ on

U such that AN = ϕ
?

Aξ . This is equivalent to saying C(X,PY ) = ϕB(X,Y ) for

all tangent vector �elds X and Y . The function ϕ is called the conformal factor. In

order to avoid trivial ambiguities, the domain U is considered to be connected and

maximal in the sense that there is no larger connected domain U ′ ⊃ U on which the

above equality holds. In case U = M the screen conformality is said to be global.

Théorem 5.1 asserts that the compatibility condition is ful�lled if and only if the

normalization is screen conformal with constant conformal factor 1 and vanishing

normalizing 1−form τ .
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6. The invariant normalizing differential equation

Let (M, g,N) be a normalized lightlike hypersurface with ξ the corresponding (rad-

ical) null vector and ν the (non-normalized) mean curvature function ν on (M, g,N)

that is the trace of the endomorphism
?

Aξ which in terms of the (local) second fun-

damental form BN is given by

ν = gαβBNαβ .

Assune ν 6= 0 everywhere and consider the following partial di�erential linear equation

with unknown ψ :

(6.1) ξ · ψ +
(
τN (ξ) +

ξ · ν
ν

)
ψ = 0.

A special fact on this PDE is that it is invariant under any change of normalization.

Indeed, let Ñ = φN + ζ (for nowhere vanishing function φ and ζ ∈ Γ(TM)) be a

change of normalization. Throughout, overtilded objects are related to Ñ . We show

that ψ is solution of Eq. (6.1) if and only if

(6.2) ξ̃ · ψ +
(
τ Ñ (ξ̃) +

ξ̃ · ν̃
ν̃

)
ψ = 0.

For this, observe that from Lemma 5.1, Eq. (6.2) is equivalent to

1

φ
ξ · ψ +

[
1

φ

(
τN (ξ) +

ξ · φ
φ

+
1

φ
BN (ζ, ξ)

)
+
φ

ν

1

φ
ξ ·
( 1

φ
ν
)]
ψ = 0,

where we also make use of ν̃ =
1

φ
ν. As ξ ∈ KerBN , we get

1

φ
ξ · ψ +

[
1

φ

(
τN (ξ) +

ξ · φ
φ

)
+

1

ν

(
− ξ · φ

φ2
ν +

1

φ
ξ · ν

)]
ψ = 0,

and as φ 6= 0 this is equivalent to

ξ · ψ +
(
τN (ξ) +

ξ · ν
ν

)
ψ = 0,

which is Eq. (6.1). From this invariance, without reference to any normalization, (it

make sense and) we call Eq. (6.1) the invariant normalizing di�erential equation of

the lightlike hypersurface (INDE in short).

For future use, we introduce the following:

Notation: Smooth (non zero) solutions of the INDE-equation (6.1) will be called

normalizing functions (in short NF) of the null hypersurface.

Observe that for τN = 0, the mean curvature function ν is a normalizing function

(that is solution of Eq. (6.1)) if and only if it is constant along ξ−orbits.
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7. The calibrated divergence of sections along normalized null

hypersurfaces

Let (M, g,N) be a normalized null hypersurface of a pseudo-Riemannian manifold

(M, g), K a vector �eld along M . The calibrated divergence of K on (M, g,N) we

denote by ΞN (K) is de�ned by

(7.1) ΞN (K) := divgK −
(
LKg

)
(ξ,N),

where LK stands for the Lie derivative with respect to K.

Let Ñ = φN + ζ be a change of normalization on M . Then,

ΞÑ (K) = divgK −
(
LKg

)
(ξ̃, Ñ)

= divgK −
(
LKg

)( 1

φ
ξ, φN + ζ

)
= divgK −

(
LKg

)
(ξ,N)− 1

φ

(
LKg

)
(ξ, ζ),

i.e

(7.2) ΞÑ (K) = ΞN (K)− 1

φ
(LKg)(ξ, ζ).

If we restrict on the Killing �elds of M along M , we �nd that the calibrated

divergence is invariant under change of normalization, due to LKg = 0. In the sequel

we shall be particularly interested to the case where K = N is the null transversal

normalization section.

Lemma 7.1. Let N and Ñ = φN + ζ be two null transversal vector �elds along M .

Then,

(7.3) ΞÑ (Ñ) = φΞN (N) + ΞN (ζ)−

[
τN (ξ) +

ζ · φ
φ

+
1

φ
BN (ζ, ζ)

]
+ g
(
N,∇Nξ ζ

)
,

where ∇N denotes the induced connection on M with respect to the null transversal

vector �eld N .

Proof.

ΞÑ (Ñ)
(7.2)
= ΞN Ñ − 1

φ
(LÑg)(ξ, ζ)

= divgÑ −
(
LÑg

)
(ξ,N)− 1

φ
(LÑg)(ξ, ζ)

= divg(φN + ζ)−
(
LÑg

)
(ξ,N)− 1

φ
(LÑg)(ξ, ζ)

= g
(
∇gφ,N

)
+ φdivgN + divgζ − (LφNg)(ξ,N)

−(Lζg)(ξ,N)− 1

φ
(LφNg)(ξ, ζ)− 1

φ
(Lζg)(ξ, ζ),
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where ∇gφ stands for the gradient of φ w.r.t g. Now using elementary properties of

Lie derivative and summing up lead to

ΞÑ (Ñ) = g
(
∇gφ,N

)
+ φ

(
divgN − (LNg)(ξ,N)

)
+
(
divgζ − (Lζg)(ξ,N)

)
−g
(
∇gφ,N

)
− 1

φ

(
(ξ · φ)η(ξ) + ζ · φ

)
− (LNg)(ξ, ζ)− 1

φ
(Lζg)(ξ, ζ)

= φΞN (N) + ΞN (ζ)− 1

φ

(
(ξ · φ)η(ξ) + ζ · φ

)
− g(∇ξN, ζ)− g(ξ,∇ξN)

− 1

φ

(
− φξ · (η(ζ))− (ξ · φ)η(ζ) +BN (ζ, ζ)

)
= φΞN (N) + ΞN (ζ)− 1

φ

(
ζ · φ+BN (ζ, ζ)− φξ · (η(ζ))

)
− τN (ζ)

−ξ · (η(ζ)) + g(N,∇ξζ)

= φΞN (N) + ΞN (ζ)−

[
τN (ξ) +

ζ · φ
φ

+
1

φ
BN (ζ, ζ)

]
+ g
(
N,∇Nξ ζ

)
where we use g(N,∇ξζ) = g

(
N,∇Nξ ζ

)
.�

Corollary 7.1. Suppose Ñ = φN + ζ is such that

τ Ñ = 0 and BÑ (X, P̃Y ) = CÑ (X, P̃Y )

for all X and Y tangent to M , then

(7.4) ΞÑ (Ñ) = φΞN (N) + ΞN (ζ).

Proof. From (7.3), we �rst have

ΞÑ (Ñ) = φΞN (N) + ΞN (ζ) + g
(
N,∇ξζ

)
,

as from Lemma 5.1, τ Ñ = τN +d ln |φ|+ 1

φ
BN (ζ, .). It remains to show that the term

g
(
N,∇ξζ

)
vanishes. But,

g
(
N,∇ξζ

)
= g(N,∇ξζ) = ξ · (η(ζ)) + CN (ξ, Pζ)− τN (ξ)η(ζ),

and from BÑ (X, P̃Y ) = CÑ (X, P̃Y ) we have setting X = ξ,

0 = φCN (ξ, Pζ)− g(∇ξζ, ζ)

= φCN (ξ, Pζ)− g(∇ξζ, ζ)

= φCN (ξ, Pζ)− 1

2
ξ · ‖ζ‖2

= φCN (ξ, Pζ)−
(
− (ξ · φ)η(ζ)− φξ · (η(ζ))

)
,

by di�erentiating with respect to ξ the relation ‖ζ‖2 = −2φη(ζ) from Lemma 5.1.

Hence,

φ
(
C(ξ, Pζ) + ξ · (η(ζ))

)
+ (ξ · φ)η(ζ) = 0;

i.e

C(ξ, Pζ) + ξ · (η(ζ)) = − 1

φ
(ξ · φ)η(ζ).
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Thus,

g(N,∇ξζ) = − 1

φ
(ξ · φ)η(ζ)− τN (ξ)η(ζ)

= −
[
τN (ξ) +

ξ · φ
φ

]
η(ζ)

= −
[
τN (ξ) +

ξ · φ
φ

+
1

φ
BN (ζ, ξ)

]
η(ζ)

= −τ Ñ (ξ)η(ζ) = 0,

where we make use of BN (ζ, ξ) = 0 and τ Ñ = 0.�

8. A distinguished normalization

8.1. Normalizing constraints and main results. Let ψ be a smooth normaliza-

tion function (NF) (i.e a solution of the INDE equation (6.1). Our purpose is to

determinate appropriate normalization (M, g,N) so that the following holds

(8.1)


∇ = ∇g

ΞN (N) = ψ,

or equivalently using Theorem 5.1,

(8.2)



BN (X,PY ) = CN (X,PY )

τN = 0

ΞN (N) = ψ,

where ∇ and ∇g are the induced connection on M by the normalization N and the

Levi-Civita connection of the associate metric g, respectively. Each of these systems

will be called the normalization constraints (NC in short).

Now start with a tentative null transversal section N . If the normalization con-

straints are ful�eld, there is nothing more to prove. If not, we consider a change of

normalization Ñ = φN+ζ where (φ, ζ) ∈ C∞×Γ(TM) is to be determinated in view

of the (NC) conditions. Under the above change of normalization, using Lemma 5.1

and corollary 7.1 , we �nd out that the normalization constraints transform to

(8.3)



φ2CN (X,PY )− φg(∇Xζ, PY )−BN (X,Y ) = 0

τN (X) +
X · φ
φ

+
1

φ
BN (ζ,X) = 0

φΞN (N) + ΞN (ζ) = ψ,

for arbitrary tangent vector �elds X, Y .



DISTINGUISHED NORMALIZATION ON NON-MINIMAL NULL HYPERSURFACES 31

First, observe that from decompositions (2.1) and (2.3) we may consider frame

�elds (ξ,X1, . . . , Xn, N) of (M
n+2

, g) along M with

η(ξ) = 1 and η(Xi) = 0 ∀i = 1, . . . , n;

i.e S (N) = span{X1, . . . , Xn}. Then,

ΞN (ζ) = divgζ − (Lζg)(ξ,N)

= g
(
∇ξζ,N

)
+ g
(
ξ,∇Nζ

)
+

n∑
i,j=1

gijg
(
∇Xiζ,Xj

)
− (Lζg)(ξ,N)

=

n∑
i,j=1

gijg
(
∇Xiζ +B(Xi, ζ)N,Xj

)
=

n∑
i,j=1

gijg
(
∇Xiζ,Xj

)
as η(Xj) = 0 ∀j.

Also,

ΞN (N) = divgN − (LNg)(ξ,N)

=

n∑
i,j=1

gijg
(
∇XiN,Xj

)
=

n∑
i,j=1

gijg
(
−ANXi, Xj

)
as η(Xj) = 0 ∀j.

= −
n∑

i,j=1

gijCN (Xi, Xj).

Now, contracting the �rst equation in (8.3) with gij = gij leads to

φ2gijCN (Xi, Xj)− φgijg
(
∇Xiζ,Xj

)
− gijBN (Xi, Xj) = 0,

and as for i = 1 . . . , n, Xi ∈ S (N) and g
ij

= gij , we have

φ2gijCN (Xi, Xj)− φgijg
(
∇Xiζ,Xj

)
− gijBN (Xi, Xj) = 0,

and as was said above g and g coincide on S (N) and noting that BN0α = BNα0 = 0,

we infer using the previous expressions in coordinates of ΞN (N) and ΞN (ζ),

−φ2ΞN (N)− φΞN (ζ)− ν = 0,

that is

−φ

(
φΞN (N) + ΞN (ζ)

)
− ν = 0,

and taking into account the third equation in (8.3) we �nd out that

(8.4) −φψ − ν = 0.
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As ψ is a (NF) smooth solution of the INDE-equation in which ν is non zero, we have

from previous equation (8.4) ψ 6= 0 everywhere and

(8.5) φ = − ν
ψ
.

From now on, we assume the following condition:

De�nition 8.1. We say that the (non minimal) null hypersurface (Mn+1, g) has nul-

lity degree 1 if the tensor
?

Aξ has minimal nullity degree 1 everywhere, or equivalently

BN has (constant) maximal rank n.

By Lemma 5.1 it is obvious that the above degree is intrinsic that is invariant under

normalization.

Consequently, the extracted matrix BNij := BN (Xi, Xj) is invertible. Then consider

the decomposition ζ = ζ0ξ + ζiXi. From second equation in (8.3) we have for all k,

τN (Xk) +
Xk · φ
φ

+
1

φ
BN (ζ0ξ + ζiXi, Xk) = 0.

So

(8.6) ∀i = 1 . . . , n, ζi = −Bik
[
φτN (Xk) +Xk · φ

]
= Bik

[
ν

ψ
τN (Xk) +Xk ·

ν

ψ

]
.

The (characteristic) radical part ζ0 = η(ζ) of ζ is determined using item (b) in

Lemma 5.1 and (8.5),

(8.7) ζ0 = η(ζ) =
ψ

2ν

[
gijB

ikBjl
( ν
ψ
τN (Xk) +Xk ·

ν

ψ

)( ν
ψ
τN (Xl) +Xl ·

ν

ψ

)]
and ζ is entirely determined.

Now, let us clarify the choice of the calibrated divergence ψ in the set of solutions

of the INDE-equation (6.1). Note that setting X = ξ in the second equation of (8.3)

leads to the following equation in φ:

(8.8) φτN (ξ) + ξ · φ = 0,

which is equivalent to

ξ · ψ +
(
τN (ξ) +

ξ · ν
ν

)
ψ = 0.

Now, we prove the unicity of the section N .

Consider N and Ñ = φN + ζ to be two such sections. By the second equation in

(8.3), the Lemma 7.1 and its Corollary 7.1, we have

ψ = φψ + ΞN (ζ),

i.e

(8.9) (1− φ)ψ = ΞN (ζ).

Also, contracting with gij the �rst equation in (6.1) taking into account the �rst

equality in (8.2) for the compatibility condition leads to(
φ2 − 1

)
ν − φΞN (ζ) = 0,
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which is equivalent to

(8.10) (1− φ2)ψ = ΞN (ζ),

using (8.5) and the non nullity of φ everywhere. It follows (8.9) and (8.10) that

φ(1− φ) = 0,

which gives φ = 1, as φ 6= 0.

Setting φ = 1 in the second equation in (8.3) and taking into account τN = 0 yields,

BN (ζ, ·) = 0 i.e ζ ∈ KerBN = span{ξ} as
?

Aξ has nullity degree 1. So, ζ = η(ζ)ξ.

But, 2φη(ζ) + ‖ζ‖2 = 0. Hence, η(ζ) = 0 as ‖ζ‖2 = 0 and φ 6= 0. Thus, we get φ = 1

and ζ = 0, i.e Ñ = φN + ζ = N and the unicity is proved.

To show that the constructed (normalization) null section is constant along the

radical (or ξ)−orbits, use relation (8.3) and set X = ξ, PY = Xi, i = 1, . . . , n. One

gets

φCN (ξ,Xi)− g(∇ξζ,Xi) = 0,

which is equivalent to

g(∇ξXi, φN)− g(∇ξζ,Xi) = 0,

that is g(∇ξÑ ,Xi) = 0, i = 1, . . . , n. Also,

g
(
∇ξÑ , ξ

)
= g
(
−AÑξ + τ Ñ (ξ)Ñ , ξ

)
= 0, (as τ Ñ = 0),

and g
(
∇ξÑ , Ñ

)
=

1

2
ξ · g(Ñ , Ñ) = 0. Finally, as the ambient metric g in non-

degenerate, we get ∇ξÑ = 0.�
The following is then proved:

Theorem 8.1. Let (M, g) be a non minimal null hypersurface with nullity degree 1.

Then there exist a unique normalization null section N along M with prescribed cali-

brated divergence a given smooth NF-function ψ and for which the induced connection

and the Levi-Civita connection of g coincide.

In particular, such a null section is constant along radical ξ−orbits.

8.2. A basic example: the light-cone ∧30 ⊂ R4
1. Let us consider the lightcone ∧30

as the immersion

f : M = R3 \ {0} −→ R4
1

(x, y, z) 7−→
[
x, y, z, ε(x2 + y2 + z2)

1
2

]
, ε = ±1.

Locally, ∧30 is the graph t = ε(x2 + y2 + z2)
1
2 and it is an obvious fact that this

is a lightlike hypersurface immersion. (We focus on the future directed connected

component i.e ε = 1).

Start (the normalization) with the tentative null vector �eld

(8.11) N = x∂x + y∂y + z∂z − t∂t,
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and let P denote the morphism projection of the tangent bundle TM onto S (N). It

is traightforward to check that the associate screen shape operator on ∧30 is given by

(8.12)
?

AξX = − 1

2t2
PX, ∀X ∈ Γ(TM),

where

(8.13) ξ =
1

2t2

(
x∂x + y∂y + z∂z + t∂t

)
.

It follows that the mean curvature fonction ν on ∧30 ⊂ R4
1 and the connection 1−form

τN are given by

(8.14) ν = − 1

t2
and τN = − 1

2t2
η + 2

dT

T
,

where (x, y, z, t) 7−→ T (x, y, z, t) = t is the global canonical time function on R4
1

restricted on ∧30 and we get the following INDE-equation:

(8.15)

[
x∂x + y∂y + z∂z + t∂t

]
ψ − ψ = 0.

Solutions of this PDE are given by the following family of functions all of whose level

sets are hyperplanes of R4
1:

(8.16) ψ(x, y, z, t) = αx+ βy + γz + δt, α, β, γ, δ ∈ R.

Observe that the global time function above is a solution (α = 0, β = 0, γ = 0, δ = 1).

Then, prescribe the calibrated divergence function to be the (global) time solution

(8.17) ψ(x, y, z, t) = t.

It follows that

(8.18) φ(x, y, z, t) = − ν
ψ

=
1

t3
.

The rank 2 distribution S (N) is spanned by

X1 = y∂x − x∂y and X2 = z∂x − x∂z.

It follows (Eq. 8.6) and (Eq. 8.7) and using (Eq. 8.14) that

ζ1 = ζ2 = ζ0 = 0, that is ζ = 0.

Finally, we get the normalizing null vector �eld

(8.19) Ñ =
1

t3

(
x∂x + y∂y + z∂z − t∂t

)
.

The corresponding normalized radical (characteristic) null vector �eld is then given

by

(8.20) ξ̃ = t
(
x∂x + y∂y + z∂z + t∂t

)
.
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