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Abstract: Automation is spread in all daily life and business activities to facilitate human life and 

working conditions. Robots, automated cars, unmanned vehicles, robot arms, automated factories etc.  

are getting place in our lives. For these automated actors, one important task is recognizing objects and 

obstacles in the target environment. Object detection, determining the objects and their location in the 

environment, is one of the most important solution for this task. With deep learning techniques like 

Convolutional Neural Network and GPU processing, object detection has become more accurate and 

faster, and getting attention of researchers. In recent years, many articles about object detection 

algorithms and usage of object detection have been published. There are surveys about the object 

detection algorithms, but they have introduced algorithms and focused on common application areas. 

With this survey, we aim to show that object detection algorithms have very large and different 

application area.   In this study, we have given a brief introduction to deep learning. We have then 

focused on standard object detection algorithms based on deep learning and their applications in 

different research areas in recent years to give an idea for future works. Also, the datasets and evaluation 

metrics used in the research are listed.  
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Derin öğrenme tabanlı nesne algılama işlemlerinin farklı uygulama alanları 

 
Özet: Otomasyon, insan yaşamını ve çalışma koşullarını kolaylaştırmak için günlük yaşamda ve iş 

hayatında yaygınlaşmaktadır. Robotlar, sürücüsüz arabalar, insansız araçlar, robot kollar, otomatik 

fabrikalar vs. hayatımıza hızla girmektedir. Bu otomatikleştirilmiş aktörler için önemli görevlerden biri, 

çalışılacak ortamdaki nesneleri ve engelleri tanımaktır. Nesne algılama -nesnelerin cinsinin ve 

ortamdaki konumlarının belirlenmesi- bu görev için en önemli çözümlerden biridir. Evrişimli Sinir Ağı 

ve GPU işleme gibi derin öğrenme teknikleri ile nesne algılama işlemleri daha doğru ve hızlı sonuç 

üretmeye başlamış ve araştırmacıların dikkatini çekmiştir. Son yıllarda nesne algılama algoritmaları ve 

nesne algılamanın kullanımı ile ilgili birçok makale yayınlanmıştır. Nesne algılama algoritmaları 

hakkında inceleme makaleleri de bulunmaktadır, ancak genel itibariyle algoritmaları tanıtmış ve çok 

yaygın olarak bilinen uygulama alanlarına odaklanmışlardır. Diğer inceleme makalelerinden farklı 

olarak, bu çalışmada nesne algılama algoritmalarının çok geniş ve farklı uygulama alanına sahip olduğu 

gösterilmek istenmektedir. Çalışmada, derin öğrenmeye kısa bir giriş yapıldıktan sonra derin öğrenmeye 

dayalı standart nesne algılama algoritmaları ve bunların son yıllarda farklı araştırma alanlarındaki 

uygulamalarına yer verilerek gelecekteki çalışmalar için rehber olmak amaçlanmaktadır. Ayrıca 

makalelerde kullanılan veri setleri ve değerlendirme ölçütleri de listelenmiştir. 

 Anahtar Kelimeler: Nesne algılama, derin öğrenme, CNN, LSTM 
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1. Introduction 

Object detection is fundamental to defining an 

object's type and location in an image or video 

frame. Studies about object detection can be 

categorized into two domains, detection of 

known objects and detection an object that 

belongs to a category.  For a few years, the 

object detection accuracy was limited due to 

restriction of computation cost, machine 

learning algorithms, and sample datasets size 

(Krizhevsky et al., 2017). With innovations in 

deep learning, GPU processing, large datasets 

the object detection in a category has become 

the most attractive topic (L. Liu et al., 2020).  

In 2012, at ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC), there has 

been a giant leap in object category detection 

with deep learning (Russakovsky et al., 2015). 

In this challenge, Krizhevsky et al. (2017) 

presented AlexNet, a Deep Convolutional 

Neural Network (DCNN). They have changed 

the direction of studies, so deep learning has 

become an essential tool for object detection.  

The innovation in object detection is used in 

health, robotics, transportation, security, 

manufacturing, scientific research about sky 

and earth, etc. (L. Liu et al., 2020). 

In some of the surveys structure, metrics, 

performance etc. of object detection algorithms 

have been examined and compared, and then 

some common application areas have been 

given as examples (Jiao et al., 2019; L. Liu et 

al., 2020; Padilla et al., 2020; Zou et al., 2019). 

Also, some of the surveys have been focused on 

specific application area, for example salient 

objects (Borji et al., 2019; J. Han et al., 2018; 

W. Wang et al., 2021), traffic objects (Arnold et 

al., 2019; Sanyal et al., 2020), remote sensing 

objects (Cheng & Han, 2016; K. Li et al., 2020), 

objects that recognized by unmanned aerial 

vehicle (Cazzato et al., 2020; Mittal et al., 

2020), etc. There is not a survey focused on 

showing how wide the usage area of the object 

detection. This study's contribution is 

presenting different application area of object 

detection based on deep learning with dataset 

and evaluation metrics they have used. The 

studies are selected from the separate topic for 

projecting the usage area of object detection to 

motivate the next studies.   

In this study, in the second part most used deep 

learning architecture is introduced. Then, in the 

third part, common object detection algorithms 

and object detection research are examined. In 

the fourth part the discussions and in the last 

part the conclusions are presented.  

2. Deep Learning Architecture 

Deep learning, a branch of machine learning, is 

a technique for predicting the system's expected 

results from the various number of sample data 

without human interaction (LeCun et al., 2015).  

Its structure is based on an artificial neural 

network with a multi-hidden layer. As seen in 

Fig. 1, there are three main layers: input, 

hidden, and output. The input layer is used for 

collecting the input data, and the hidden layer is 

used for extracting features from the data and, 

the output layer is used to predict the results. 

Each layer consists of neurons, and in neurons, 

the inputs xi are multiplied with the weights wi, 

and the results are summed. The produced 

results are passed as input to the next layer 

(Öztemel, 2012). 

Deep learning consists of two primary 

processes, as shown in Fig.1: a) Forward 

computing for predicting results from the input 

and b) Backpropagation for updating the 

weights to reduce the prediction error. 

There are three main types of learning strategy 

for training deep neural network (Ufldl 

Tutorial, n.d.): 

 Supervised Learning: Data and its 

labels determined by an expert of the 

domain are used to train the network. 

The predicted result is compared to the 

tags. And due to the difference between 

them, the weight of the neurons is 

updated.  

 Semi-Supervised Learning: Data with 

and without labels used for training. 

There are more unlabelled data and a 

few labelled data available. 

 Unsupervised Learning: Data without 

labels are used for training, and the 

system clusters the input according to 

similarities to each other. 

2.1. Convolutional neural network 

(CNN)  

CNN is the most used architecture for the object 

detection process introduced by LeCun et al. 

(1989). CNN is used for image classification 

(Cevikalp et al., 2020), image segmentation 

(Turan & Bilgin, 2019), speech recognition 

(Pavan et al., 2020), object detection (R 
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Girshick et al., 2016; Ross Girshick, 2015; 

Krizhevsky et al., 2017; Law & Deng, 2018; 

Redmon et al., 2016; Ren et al., 2017), object 

tracking (Yuan et al., 2020), network 

management (Vinayakumar et al., 2017), etc. In 

Fig. 2, the architecture of CNN is shown.  

 

Figure 1. Deep learning architecture. a) Computation the forward pass. b) Backpropagation for 

learning (LeCun et al., 2015) 

 

Figure 2. Architecture of CNN 

The main part of the architecture is as follows 

(Indolia et al., 2018): 

a. Convolution Layer 

In the convolution layer, the input is 

convolved with filters, and this is done 

several times. In the early convolution 

steps, the basic features are obtained as 

edge, and in the last stages, the features 

represent the object is obtained. 

b. Pooling 

In pooling, the feature map size is 

reduced to get the most relevant feature 

representing the target objects. For this 

process, a 2×2 grid is taken from feature 

map, and in general with maximum 

pooling (MaxPooling) algorithm the 

new feature value for the next step is 

calculated. In the MaxPooling 

algorithm, the maximum value in grid 

is taken. 

c. Activation Function 

For providing nonlinearity, an 

activation function is used. In a neuron, 

the input goes to the activation 

function. Then the result is sent to the 
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next layer of the network. The most 

used function is Rectified Linear Unit 

function (ReLu). In ReLu, negative 

values are converted to 0, and the 

positive values stay the same.  

d. Fully Connected Layer and Classifier 

The fully connected layer is the classic 

neural network layer whose nodes are 

fully connected to the previous layer 

used to calculate the object class score. 

In this layer, first, the feature map is 

flattened, and a feature vector is 

obtained for using as the input of the 

classic neural network system.  The 

result of the network is classified with 

function like SoftMax. 

2.2. Recurrent neural network (RNN) 

RNN is the network that can be used for 

learning from sequence data introduced by 

Elman (1990). As shown in Fig. 3 at time t, xt 

and ht-1 which is previous hidden state value are 

the inputs, and ot is the output, and ht is the new 

hidden state of the network. 

 

Figure 3. Architecture of RNN (Many inputs, many outputs) 

For each time step, same wx, wy and wh are used 

respectively as input, output, and hidden state 

weights. The hidden state of the network hi-1 

where i=1,2,3…, t, is used as input for each next 

time step. In this way, RNN can use the 

historical data for prediction. But, according to 

vanishing gradient problem, RNN cannot be 

used for recalling long time history. 

RNN is used for natural language process 

(Lawrence et al., 2000), speech recognition 

(Bahdanau et al., 2016), video processing (W. 

Zhang et al., 2016), etc. 

2.3. Long short-term memory (LSTM) 

LSTM, a type of RNN, is used for keeping 

information for a long duration which was 

developed by Hochreiter and Schmidhuber 

(1997).  In LSTM, memory cells contain input 

gate, forget gate, cell state, output gate, input 

activation function, and output activation 

function (Gers et al., 1999), as shown in Fig. 4.  

 

Figure 4. Architecture of LSTM memory cell 
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Cell state is used for transferring long-term 

historical information in the network. Forget 

gate is used to decide which values from the 

input and previous output of the network will 

affect the cell state. Input gate is used for 

deciding which input values will affect the cell 

state. Output gate is used for generating 

network result with cell state. At time t, input xt, 

the previous output of network ht-1 and cell state 

ct-1 are given as input parameters to network, 

and output ht and new cell state ct are produced. 

At forget gate, ht-1 and xt are feed to the 

activation function, and the result of the gate is 

bitwise multiplied with the ct-1 for deciding 

which values will be forgotten.  At the input 

gate, ht-1 and xt is fed to the activation function 

to determine which input values will affect the 

cell state, and the result of the gate is multiplied 

with the result of input activation function. And 

the resultant value is summed with cell state ct-

1 and produced the new cell state ct. At the 

output gate, ht-1 and xt are feed to the gate 

activation function, and the ct is fed to the 

output activation function, and the results are 

multiplied, and ht is produced. ht and ct are 

passed to t+1 process. 

LSTM is used for object detection in video 

(Sorano et al., 2020), object tracking (Tsai et al., 

2020), speech recognition (J. Li et al., 2020), 

video processing (Xiao et al., 2020), natural 

language process (Jelodar et al., 2020), etc.  

3. Works on object detection 

In this section, the most common object 

detection algorithms and their applications in 

other research area are examined. The studies 

which use object detection have been selected 

from the recent years for limiting the paper 

content. 

As seen from the studies in Table 1, most object 

detection algorithms based on CNN can be used 

to get the features of objects. CNN-based 

algorithms handle the inputs as independent 

from each other. It takes an image, detects the 

objects, passes to the new one, and the 

relationship between the scenes is not 

considered. RNN/LSTM is used if the input is 

handled as a sequence. Some researchers divide 

input into regions and consider regions as time 

series (W. Han et al., 2020; Kechaou et al., 

2020). 

AlexNet is the turning point of the studies. They 

used 15 million labelled RGB images with 

256×256 resolution from the ImageNet dataset, 

five convolution layers, and three fully 

connected layers for training a CNN network 

for image classification. They used the ReLu 

activation function, 2×2 pooling grid size, and 

dropout layer. They used GPU for computation 

convolutions. As a result, they achieved a 

15.3% error rate and gained significant success. 

This classification technique has been used as a 

backbone network for object detection, and it 

has been a guiding idea for researchers. 

In object detection, there are two leading groups 

of CNN-based algorithms: One-stage and two-

stage algorithms. One-stage algorithms are fast, 

but two-stage algorithms are more accurate. So, 

the researcher should decide whether the speed 

or accuracy is essential for this issue. Some of 

the common CNN based object detection 

algorithms are as follows: 

• R-CNN, Fast R-CNN, Faster R-CNN: 

Region-Based Convolutional Neural 

Network (R-CNN) is a two-stage 

algorithm. At the first stage, 2000 

proposal regions are found by a 

Selective Search Algorithm (SSA) 

from the image that are candidates for 

containing objects. Then these 

proposals are sent to the neural 

network, and a feature map is produced. 

Then object class and bounding box is 

getting from feature map. The objects 

are detected with 53.3% mean average 

precision (mAP) on Pascal VOC 2012 

(Pascalvoc, n.d.)  dataset (Girshick et 

al., 2014). In 2016 this team introduced 

a new version of R-CNN with 62.4% 

mAP (R Girshick et al., 2016). The R-

CNN algorithm is so slow because of 

SSA and running network for 2000 

times, therefore Fast R-CNN has been 

introduced to develop accuracy and 

computation performance (Ross 

Girshick, 2015). In the Fast R-CNN 

training process, images and object 

proposals are used as input and a 

feature map is produced. The features 

are selected for object detection in the 

Region of Interest Pooling algorithm by 

using object proposals and feature 

maps. After a fully connected layer, 

with Softmax classifier object 

categories, and with Bounding Box 

Regression bounding boxes are found.  

Objects are detected with 68.4% mAP 
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and 9.5-hour training time, 0.32 second 

testing time on Pascal VOC 2012+2007 

dataset. R-CNN and Fast R-CNN are 

used SSA to find regions and are slow 

for real-time object detection. New 

algorithm Faster R-CNN has replaced 

this selection algorithm with Region 

Proposal Network (Ren et al., 2017). In 

Faster R-CNN, the image is feed to 

convolution layers, and a feature map is 

produced. Using feature maps, region 

proposals are learned with Region 

Proposal Network. Objects are 

detected, using Softmax classifier and 

bounding box regression, with 75.9% 

mAP on Pascal VOC 2007+2012 and 

MS COCO (Mscoco, n.d.) dataset 

combination. 

• YOLO (Redmon et al., 2016): YOLO is 

a one-stage algorithm. In this study, the 

image is divided into grids with 

dimensions 7×7. And each grid is 

responsible for detecting even if there 

is an object in it. If an object’s centre is 

found in the grid, the grid is assigned to 

find the class category and two 

bounding boxes with the object's 

confidence score. Then the highest 

confidence score is selected for the 

category and bounding box. They have 

detected objects with 63.4% mAP on 

PASCAL VOC 2007+2012 dataset at 

real-time. 

• SSD (W. Liu et al., 2016): In this study, 

VGG16 (Simonyan & Zisserman, 

2015) has been used with some 

modification as the backbone to get a 

feature map. After VGG16, they have 

added six convolution layers, and 

classification and bounding box 

regression are done at different feature 

map scale, and for each class, 8732 

predictions are found. Then the highest 

prediction rate is selected for 

determining objects. They have used 

six default boxes with different scales 

and orientations at different feature 

map sizes. If the boxes contain 

information about a class, then 

comparing ground truth, the offsets are 

determined, otherwise they are 

considered as background. Using 

different feature map sizes for 

prediction, they can detect the objects 

with varying sizes on the image. They 

have detected objects on 300×300 

images with 74.3% mAP and 59 frames 

per second (fps), and 512×512 images 

with 76.9% mAP on the PASCAL 

VOC2007 dataset.  

• RetinaNet (T. Lin et al., 2017): It is a 

one-stage detector that has achieved 

almost two-stage detectors. In this 

study, they have presented a new loss 

function named focal loss which 

eliminates the background values. They 

have used hard positive examples in 

training. In the algorithm of RetinaNet, 

Resnet (He et al., 2016) and Feature 

Pyramid Network (FPN) (T. Y. Lin et 

al., 2017) has been used as the 

backbone to get multi-scale feature 

maps, and an anchor box has been used 

for detecting object positions. For each 

FPN level, class and bounding box 

prediction networks are run separately. 

In this algorithm objects are detected 

with 39.1% average precision (AP) and 

122 milliseconds on 600×600-pixel 

images from the MS COCO dataset, 

more accurately than the two-stage 

algorithms. 

• CornerNet (Law & Deng, 2018): It is a 

one stage detector which eliminates the 

anchor boxes, and object's coordinate is 

represented with two corner point, left-

top and right-bottom, and a bounding 

box is drawn around the object with 

these points. For getting feature maps 

from the image, the Hourglass network 

is used as a backbone network. From 

the feature map, with a new corner 

pooling algorithm, they have found 

candidates of the left-top and right-

bottom corner points as heatmaps, 

embeddings, and offsets.  The distance 

between the embeddings is used to find 

the left-top and right-bottom points that 

belong to the same object. Then, they 

draw the bounding boxes. With 42.1% 

AP, they have detected the objects on 

the MS CO-CO dataset. 

• CenterNet (Duan et al., 2019): It is a 

one-stage detector developed based on 

CornerNet. They have cascaded the 

corner pooling algorithm and added the 

centre point pooling mechanism. If the 

centre point of the bounding box has the 

feature representation about a class, this 

bounding box is chosen. In this way, 
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they have reduced the incorrect 

bounding box detection.  They have 

achieved the highest accuracy than the 

other one-stage detector with 47.0% AP 

on the MS COCO dataset.  

According to research area and dataset 

properties, researchers can use ready-made 

algorithms like above as well as develop new 

algorithms themselves.  Some examples of the 

studies in the recent years at different research 

areas that use object detection are shown in 

Table 1. 

 

Table 1.  Samples of research used object detection in recent years. 

Ref. No Dataset Evaluation 

Metric  

Research Detail 

With Contributions and Limitations 

(Sardoğan et 

al., 2020) 

Own dataset Diseased: 

Accuracy: 

0.84 

Precision:0.92 

Recall:0.80 

F1-Score: 0.86 

 

Healthy: 

Accuracy: 

0.85 

Precision:0.88 

Recall:0.77 

F1-Score: 0.82 

They have used Faster R-CNN to detect the 

diseased and healthy leaves of apple tree from 

images which consists of many leaves. Their 

contribution is that the other studies generally 

have worked on images with one leaf, but their 

images contain many leaves. They have taken 

photos of trees leaves from different apple 

orchards in Yalova, Turkey for two years. 

They have annotated the images manually and 

showed the diseased and healthy leaves on the 

image. Their limitations are that the dataset 

needs to validation and accuracy must be 

improved.  

(Chen et al., 

2021) 

Images 

collected by 

Taiwan 

Agricultural 

Research 

Institute, 

Council of 

Agriculture 

F1-Score 

Mealybugs: 

100% 

Coccidae: 

89% 

Diaspididae: 

97% 

They have tried to detect three types of pests 

on the agricultural products before harming 

the product. They have focused on Mealybugs, 

Coccidae and Diaspididae which are the most 

seen pest in Taiwan. They have tested and 

compared the results of YOLOv4, SSD and 

Faster R-CNN, and found that YOLOv4 has 

provided the best results. They have also 

developed a mobile application based on cloud 

computation for farmers to detect pest on real 

time. Their contribution is that detection of 

different scale pets. Their limitation is that 

images in dataset contain only one type of pest, 

so the dataset is biased. 

(Tassinari et al., 

2021) 

210-minute 

video captured 

in experimental 

farm at 

University of 

Bologna. 

mAP: 0.64 - 

0.66 

They have detected dairy cows and collected 

information about them for sustainability of 

the highly utilized farming. They have used 

YOLOv3 to detect the target cows. They have 

selected four cows and they have gotten video 

contains these cows’ daily activities. They 

have annotated the video for training process. 

As contribution, they can differentiate the 

individual cow using its color pattern, detect 

and track at video frame and store information 

about it. As limitation, they labeled each cow 

with two types of class separately according to 

left and right-side posture, but front and back 

postures were not considered. Each cow was 

represented with two class and when the 

number of cows increase the number of classes 

will increase with double. 
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(Hacıefendioğlu 

et al., 2021) 

Images 

acquired by 

Google Earth 

Pro software 

after Palu 

earthquake in 

2018. 

Ground 

Failure area: 

0.684 AP 

Buildings: 

0.432 AP 

They have used Faster R-CNN for detecting 

the ground failures and damaged buildings 

after the earthquake in Palu / Indonesia in 2018 

from satellite images. They have mentioned 

that the ground failures are the most damaging 

reason, and they have tried to find these areas 

to assess the damages. Sometimes, it cannot 

reach the area according to collapsed buildings 

or the environment's structure, so object 

detection determines the ground failure area 

and damaged buildings quickly to intervene. 

As contribution, they detected target objects 

from satellite images with deep learning 

techniques unlike the others only compare the 

images before and after earthquake. As 

limitation, the accuracy must be improved, and 

they have detected failure area and damaged 

structure with two separate system. 

(Fan et al., 

2020) 

COD10K 

(10000 images 

78 object 

categories 

The 

researchers 

have generated 

data set), 

CHAMELEON 

(Skurowski et 

al., 2017) and 

CAMO (Le et 

al., 2019) 

Train with 

CAMO, 

COD10K and 

extra, test with 

Chameleon, 

E-measure: 

0.891 

S-measure: 

0.869 

F-measure 

(FM): 0.74 

MAE: 0.044 

They have detected the objects which 

camouflaged in a natural environment with a 

new algorithm based on CNN. ResNet-50 has 

been used as a backbone network for getting 

feature maps, and with additional 

convolutions, down and upsampling 

procedures they have detected the 

camouflaged objects. As contribution, they 

have developed new algorithm and dataset, 

and they tested their algorithm with their own 

dataset and another public dataset. As 

limitation, accuracy can be improved and 

images containing more than one object can be 

used.  

(Pi et al., 2020) Volan2018 

(65,580 

annotated 

frame from 

YouTube) (Pi 

et al., 2020) 

80.69% mAP 

videos from 

helicopter 

footage  

74.48% mAP 

for videos 

from drone. 

They have used aerial imagery for detecting 

damaged areas after a disaster. They have 

detected six classes: the flooded area, building 

roofs (damaged/undamaged), cars, debris, 

vegetation. They have used YOLOv2 as an 

object detection algorithm. First, they have 

pre-trained YOLO on COCO and VOC, and 

then with transfer learning, they have trained 

the system with the Volan2018 dataset. As 

contribution, they have detected targets from 

aerial image of different hurricanes and 

geographical areas getting with drone and 

helicopter and they have created new dataset. 

As limitation when the altitude changes the 

accuracy decreases. 

(Deng et al., 

2020) 

KITTI (Geiger 

et al., 2012)  

and 

WayMo Open 

Dataset (Sun et 

al., 2020) 

81.62% AP on 

KITTI 

75.59% mAP 

on Waymo 

They have developed a 3D object detection 

algorithm from point cloud represented as 

voxel for autonomous cars. They have used a 

3D backbone network to get feature maps and 

converted them to Birds Eye View. Then with 

the Volvex RoI Pooling algorithm, they have 

found the region proposals. With a 2D 

backbone network, they have detected the 
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cars. As contribution, they have developed 

new algorithm based on point cloud and test it 

on public dataset. As limitation, accuracy can 

be improved. 

(Liu et al., 

2020) 

ECSSD (Yan 

et al., 2013) 

 

DUT-OMRON 

(Yang et al., 

2013) 

 

PASCAL-S (Y. 

Li et al., 2014) 

 

HKU-IS (G. Li 

& Yu, 2016) 

 

DUTS (Wang 

et al., 2017) 

 

ECSSD: 

FM: 0.934 

MAE:0.044 

DUT-

OMRON: 

FM:0.809 

MAE:0.055 

PASCAL-S: 

FM:0.880 

MAE:0.071 

HKU-IS: 

FM:0.927 

MAE:0.035 

DUTS: 

FM:0.870 

MAE:0.043 

They have introduced an algorithm which 

consists of four main process part to detect a 

salient object. In the first part, there is a 

VGG16 backbone network. It is used for 

extracting shallow and deep features from the 

image at a different level. And the second part, 

each level of features is upsampled and 

utilized for getting enhanced feature maps. 

Results are sent to the third part for getting 

distinguishing features with upsampling 

operations. The last part of the algorithm 

generates the saliency map by using feature 

maps from deep to shallow, and finally 

determines the salient object. As contribution, 

they have developed new algorithm and tested 

it on public dataset and gotten higher accuracy 

than the compared studies. As limitation, on 

different dataset the accuracy and error rate are 

not stable, training process may be changed. 

(Lee, 2020) Drone pictures 

and videos 

from search 

engine, and 

labeled 

manually by 

them 

The highest 

value of AP on 

third strategy 

0.736 with one 

pass 

evaluation.  

They have presented object detection and 

tracking algorithms on video with three types 

of combination strategies on detection and 

tracking. They have used Tiny YOLO v3 as an 

object detector and SiamRPN as a visual 

tracker. In the first strategy, they have focused 

on tracking using the object's previous 

position, and if the tracker cannot find the 

object, the object detector is assigned to find it 

and sent results to the tracker. In the second 

strategy, the object detector and visual tracker 

are switched, and both produce the results to 

use at the next step. In the third strategy, the 

object detector is the base process. If the 

detector fails, a request will be sent to the 

tracker. They have tested system for drone 

detection and tracking on videos. As 

contribution, they have developed new 

architecture to detect and track drones on 

video with network which has been trained a 

few static images. As limitation, they have said 

the speed must be improved for real time 

application and accuracy must be improved 

too.   

(Ovodov, 2020) DSBI (R. Li et 

al., 2018), 

Angelina 

Braille Images 

Datase 

(Ovodov, 

2020) 

DSBI train 

and test: 

FM on Point 

Base: 0.9994  

FM on 

Character 

level: 0.9976 

The author has developed an algorithm with 

some modification on RetinaNet architecture 

to recognize the Braille alphabet letters from 

the image. The letters are detected as point 

base and letter base. The point base detection 

has a higher f-measure value. As contribution, 

new dataset has been created and the images 

getting with a mobile phone can be used to 
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Train with 

DSBI+ 

Angelina, and 

test with 

Angelina: 

FM on Point 

Base: 0.9991 

FM on 

Character 

level:0.9981 

recognize the text and results have been 

produced more quickly and accurately than the 

other studies. As limitation, the resultant class 

score can be given in AP metric to compare the 

general object detection algorithms, and at 

character level detection the FM values 

decrease. 

(Hung et al., 

2020) 

BBBC038 

(Caicedo et al., 

2019), 

BBBC022 and 

BBC041 

(Ljosa et al., 

2012) 

Nuclei 

detection: 82% 

mAP 

Cells with 

malarie: 78% 

mAP 

They have used Keras R-CNN, which is based 

on Faster R-CNN for object detection in 

biological images. They have tried to detect 

two types of objects. First, they have detected 

cells from the image taken after staining the 

cell to highlight the DNA. And secondly, they 

have detected cells in blood smears that were 

taken from a patient with malarie parasite. As 

contribution, they have detected cell classes 

with different state of malaria parasite very 

quickly than traditional techniques. As 

limitation, the accuracy must be much more 

improved because the application area is 

human health. 

(Wu et al., 

2020) 

Own dataset 57.6% mAP They have used Mask R-CNN to detect mobile 

phones in a room for a wireless charging 

system. The study needs to find locations, 

numbers, and types of receivers in the 

Resonant Beam Charging system's coverage to 

start the charging process. After detection, 

these devices will be charged automatically by 

the system. They have focused on mobile 

phones. They have used different Intersection 

Over Union values (IoU), and different 

distances between the receiver and the 

charging system to measure accuracy. As 

contribution, their proposed system has 

decreased the detection time of mobile phones 

by one third. As limitation, accuracy must be 

improved and admitted dataset is needed.  

(F. Han et al., 

2020) 

Own dataset 87.42% mAP They have used CNN to detect objects 

underwater. According to some underwater 

imaging constraints as illumination and less 

image quality, object detection algorithms do 

not give satisfactory results. As contribution, 

they have compared their algorithms results 

with common algorithms and gotten high 

accuracy. They have said that their algorithm 

has enough accuracy to detect object for their 

underwater robot. As limitation, according to 

underwater imaginary challenging’s the 

preprocessing procedures must be eliminated.  

(J. Zhang et al., 

2020) 

GTSDB 

(Houben et al., 

2013) 

GTSDB:  They have developed an algorithm to detect 

the traffic signs based on Faster R-CNN with 

some additions. They have gotten features 
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CCTSDB (J. 

Zhang et al., 

2017) 

Lisa 

(Møgelmose et 

al., 2012) 

Recall 90.5% 

Precision 

98.7% 

CCTSDB: 

Recall 83.62% 

Precision 

99.7% 

Lisa:  

Recall 85.6% 

Precision 

98.9% 

with ResNet50 as a backbone network and run 

an attention mechanism on features to find 

essential features of signs. Then they have fed 

the features in different scales to Region 

Proposal Network. After detecting regions, 

they have predicted the traffic sign. As 

contribution, they have detected traffic signs 

which has different dimensions and different 

environmental conditions, and they have 

tested their system on different public dataset. 

As limitation, average accuracy is needed to be 

improved. 

(Zhu et al., 

2020) 

Own dataset 

 

88.1% mAP They have developed a CNN-based algorithm 

with Feature Pyramid Network to detect 

objects on power transmission line. They have 

used multi-scale feature maps to get high 

accuracy. For the pre-train, MS COCO dataset 

has been used. As contribution, they have 

developed bounding box regression algorithm 

with orientation angle because the orientation 

of the objects is also important for the 

transmission lines. As limitation, accuracy 

must be improved.  

(Kechaou et al., 

2020) 

PASCAL VOC 52.0% mAP 

on test without 

post-

processing 

They have used an encoder-decoder 

architecture for generic object detection. In the 

encoder, they have used Resnet for getting a 

feature map, and in the decoder, they have 

used CNN and LSTM to predict object class 

and bounding box. For each step in the 

decoding layer, they have found objects in the 

attended region. It repeats this process until 

each object is detected with one class and one 

bounding box in the image.  As contribution, 

they have eliminated post-processing 

procedures on images. As limitation, the AP 

values of small objects are low so the accuracy 

must be improved.  

(Sorano et al., 

2020) 

Soccer match 

video from 

Italian league 

and their 

annotated from 

Wyscout. 

 No result for 

object 

detection 

They have developed system with ResNet for 

feature extraction and YOLOv3 for object 

detection to analyze the soccer videos for 

annotating the pass movements. Their project 

will be used as a guide for training footballers 

and examine the team's performance. In the 

study, YOLOv3 has been re-trained to detect 

the ball and the footballer and bidirectional 

LSTM has been used for the classification of 

the movement whether it is a pass or not. Their 

contribution is that they have trained and 

tested the system with matches under the same 

conditions (as the stadium, lights) and 

different conditions and they have detected 

pass movement. As limitation on object 

detection, accuracy must be improved to detect 

the ball and footballer.    
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(W. Han et al., 

2020) 

Waymo Open 

Dataset (Sun et 

al., 2020) 

Pedestrian: 

60.1% mAP 

Vehicle: 

51.0% mAP  

They have detected objects from 360° rotation 

Lidar sensor’s 3D point cloud data on traffic 

with low latency and high accuracy. They have 

divided the data into slices, and after spatial 

pooling, each slice has been sent to LSTM. 

Then feature pyramid of data has been 

extracted. From feature pyramid, objects have 

been detected with SSD and non-maximum 

suppression. As contribution, they have 

reduced the latency due to Lidar sensor and by 

this way, they have developed a system which 

can be used for autonomous car. As 

limitations, object representation in 3D point 

cloud must be learned for getting more 

accurate results.  

(Zhao et al., 

2020) 

Visual Genome 

(Krishna et al., 

2017) 

For object 

detection 7.49 

mAP 

They have developed an algorithm to caption 

objects with attributes on image. They have 

used Inception-v3 (Szegedy et al., 2016) as 

backbone network. They have run an image 

attribute extractor based on Inception-v3 

without bounding box regression for getting 

objects attributes. And, they have run 

backbone network for detection region 

proposals and object class. Finally, the 

attributes and region features have been sent to 

LSTM for captioning. As contribution, they 

have trained an end-to-end system which 

detects the objects and captions them. As 

limitation, the accuracy must be improved for 

better captioning. 

(Kristo et al., 

2020) 

UNIRI-TID 

(Kristo et al., 

2020) 

97.93% AP They have developed an object detection 

system based on YOLOv3 and new dataset to 

detect the people who move the border or 

forbidden area illegally or be terrorists. They 

have used thermal videos recorded in different 

weather conditions with different person pose 

state and movement characteristics. As 

contribution, they have adapted the RGB 

object detection algorithm to thermal images 

and create new dataset which includes 

different weather conditions like rainy, foggy. 

As limitation, if the heatmap of the objects are 

affected environmental conditions the 

accuracy decreases, and system can be tricked 

due to thermal imagery challenges.    

(Loey et al., 

2020) 

Medical Masks 

Dataset 

(Medical Mask, 

n.d.) (in study 

Kaggle 

version) 

Face Masks 

Dataset (Face 

Masks, 2020) 

81% AP They have tried to detect faces with the 

medical mask, which has been a part of our life 

with Covid-19. They have aimed to produce 

guidance to governments for controlling 

compliance with the mask-wearing rule. They 

have gotten the best results using Resnet-50, 

YOLOv2, and ADAM optimizer(Kingma & 

Ba, 2014). As contribution, they have 

developed mean IoU method to increase the 

accuracy and they have used object detection 
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to most important situation of our daily life. As 

limitation, the accuracy must be improved, and 

the number of the masked and unmasked face 

can be given.  

4. Results and Discussions 

With advances in deep learning and computer 

architecture, accuracy in object detection has 

increased, and processing time has been greatly 

reduced. Hereby as shown in part 3, object 

detection algorithms are applied in many 

research areas including health, country border 

security, epidemic disease, video/image 

captioning or annotation, transportation 

systems, autonomous vehicles, agriculture, 

damage assessment etc. Looking at the 

accuracy values, it can be said that the deep 

learning-based object detection algorithms 

provide solutions to many problems in different 

field. 

In the line with the possibilities offered by deep 

learning, researchers need to decide whether 

they use common algorithms or develop new 

one. Because object properties such as different 

scales of object in same image, object density, 

the environment in which the object is placed 

etc. are challenging according to research area. 

Also, researchers need to decide the application 

will be offline or online. For online application, 

speed is important as accuracy. So, hardware 

must be also configured according to the 

computational needs. 

As seen in Table 1, the accuracy must be 

improved for real field applications with 

eliminating limitations. Beside of this to 

develop the accuracy, admitted datasets are 

needed for many research areas. All the 

researching areas need to produce the results 

quickly so the researcher also focused on 

speeding up the computation and the speed of 

the algorithms must be reported. 

5. Conclusion 

In this study, common object detection 

algorithms, deep learning architectures and 

research in various fields using object detection 

have been chosen and briefly introduced. The 

methods, datasets and measurement metrics 

used in the reviews have been listed. This study 

aims to conduct literature research that will 

guide researchers who will work on object 

detection in their working area.  

For future studies, researchers can focus on 

applying object detection to whole agriculture 

process because the quality of product is much 

more important according to global warming, 

shortage of resource and population crowd. For 

example, on hazelnut fields Erysiphe Pisi is 

causing Powdery Mildew disease which is the 

most damaging factor in recent times at North 

Region of Turkey and this disease should be 

detected and resolved immediately. For this 

task, an automatic disease detection and 

agricultural spraying system can be developed 

with unmanned aerial vehicles. Also, they can 

focus on reducing computational cost and 

speed up the process.   
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