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ABSTRACT: F and t-test are generally used to test significance of hypothesis and/or model parameters. Although
parametric tests are considerably effective, they can be ineffective when the assumptions needed by model are not provided,
which is a usual situation for many data sets. In this case, permutation test not affected by the assumptions can be applied as a
non-parametric method. In this study, permutation tests such as permutation of raw data, permutation of residuals under full
model and permutation of residuals under restricted model are compared for multiple linear regression, completely
randomized designs, randomized block design and Latin square design in terms of the Type I error rates, and performance of
each tests are studied via animal science data. Results from this study indicate that permutation tests yields more reliable
results than parametric tests in terms of Type I error rate, and permutation tests are recommended in order to reduce Type I
errors.
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PERMUTASYON TESTLERININ DOGRUSAL MODELLERDE UYGULANMASI VE
KARSILASTIRILMASI

OZET: Genellikle hipotezin ve/veya model parametrelerinin testi igin F ve t-testleri kullanilir. Parametrik testler parametrik
olmayan karsitlarina gore daha etkili olsa da, pek cok veri seti i¢in gerekli olan model varsayimlarinin saglanamadigi
durumlarda, etkilerini yitirmektedirler. Bu durumda, varsayimlardan etkilenmeyen Permiitasyon testleri parametrik olmayan
bir yontem olarak uygulanabilmektedir. Bu ¢aligmada, ham verinin permiitasyonu, kalintilarin tam permiitasyonu, kalintilarin
kismi permiitasyonu yontemleri, ¢coklu dogrusal regresyon, tesadiif parselleri, tesadiif bloklar1 ve Latin kare deneme desenleri
icin L. tip hata olasiliklar1 bakimindan karsilagtirilmistir. Yontemlerin karsilagtirilmasinda hayvancilik verileri kullanilmisgtir.
Sonug olarak, I Tip hata olasilig1 bakimindan Permiitasyon testlerinin parametrik yontemlere gére daha giivenilir sonuglar

iirettigi ve daha yiiksek I. Tip hatadan kaginmak i¢in Onerilebilecekleri goriilmiistiir.
Anahtar sézciikler: Dogrusal modeller, Yeniden drnekleme yontemleri, Permiitasyon testleri

1. INTRODUCTION

The first description of permutation tests one of
the resampling methods for linear statistical models
can be traced back to the works of Fisher (1935) and
Pitman (1937) in the first half of the 20" Century.
Since permutation tests are computationally intensive;
their employment in data analyses did not receive
much attention until the widespread use of powerful
computers (Anderson & Robinson, 2001).

Because of its independency from the
distribution, permutation tests are successful in many
cases where parametric tests are not. The assumptions
of permutation tests are exchangeability and
relabelability of data. If the null hypothesis is
established correctly, exchangeability and
relabelability are obtained. If the null hypothesis is
correctly established, there will be no effect on the
result even when the observations between two groups
are exchanged.

The aim of this study is to compare permutation
of raw data, permutation of residuals under full model
and permutation of residuals under restricted model on
linear models such as multiple regression, completely
randomized design, randomized block design and
Latin Square design.

Summary of the PhD Thesis

2. MATERIAL AND METHOD

All data which were used in this study was
originated from previous experiments on small
ruminant (Darcan, 2004) and animal nutrition
(Serbester et al, 2005) carried at Cukurova University.
The data used for multiple regression analysis was
taken from a study on sheep research with sample size
of 8. Pulse number (PN) was seclected as response
variable and explanatory variables were selected as
rectal heat (RH) and respiration number (RN).

For randomized block design, species (sheep,
goat; n=16) factor on rectal heat was examined and
four different sampling times in a day (6—7 am, 12—13
pm, 18—19 pm and 0—1 am) were used to block factor.
For completely randomized design, effect of sampling
times was removed from same data set without
changing the data and only species variable used as a
factor.

The data used for Latin square analysis was taken
from a study on animal nutrition with sample size of
25. In this model, animal, group and ration effects
were used as row, column and treatment, respectively.
To analyze the data NPMANOVA and DISTLM
statistical software was utilized (Anderson, 2000;
Anderson, 2003). To examine whether data has
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normal distribution or not, Anderson-Darling
normality test was performed by use of MINITAB
statistical software.

Permutation of raw data (PRD) permutes the raw
observations. The essential requirement for this to
work is that the distribution of the observations must
be similar to the distribution of errors under the null
hypothesis. This method may not be true if there is an
outlier in data set.

Permutation of residuals under the reduced model
(PRR) can be generally referred to model-based
permutation. In this model residuals of the linear
model are used as the permutable units of the test.

Permutation of residuals under the full model
(PRF) permutes residuals uses the residuals from the
full regression model as the permutable units of the
test. The rationale for the method is that it uses the

estimates of f3,, as part of the test, but also uses the

original estimate of ﬂz.l as part of the permutational

procedure.

Normality of the data set and/or existence of
outliers were used as a criteria when the compare
models.

2.1. Multiple Regressions

When X; is constant and n combinations do exists
(missing values and duplications are unimportant), the
possible combinations can be shown as (X;,Y), j =
1,2,...,n. Similarly if X, is constant, possible
combinations can be shown as (X,Y)), j = 2,3,...,n.
Hence there are n-1 combinations in this case, in turn,
there are n-2 and n-3 combinations for X; and X,
respectively. Finally the number of all possible
combinations between X and Y is n/. In a multiple
linear regression F value for statistical significance is
calculated as indicated in equation given as
(Kleinbaum et al, 1998);

MSreg
MS._

error

F=

The number of F' values is n!/ which will be
handled by changing the order of Y. Let F' " , ¥
1,2,...n! and F/* is " clement of /. Then F
(Fl* , F; ,...,Fk* ). When it is assumed that Fj* is j

element of set of F' values under the null hypothesis,

th

the experimental distribution of F ; Which s i

element of F value estimated by OLS (Ordinary Least
Squares) can be given as follows:

Number of the F less than F :

P(F, <F))= .

. Number of the F " equal to F ]1
P(F,=F;)=

n!
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.. Number of the F " greather than F jl
P(F, > F}) =

n!

For all j = 1,2,...,k, the computing method given
above can be applied and calculated for each
probability. The significance test of regression
equation can be applied as determining the position

ofFjl. If either P(F, <Fj1) or P(F, >Fjl) is

small enough null hypothesis, Hy:; = 0 is rejected by
two-tailed test.

Only PRD and PRF methods were used on multiple
regression analysis because of software limitation.

2.2. Variance Analysis

e; term in the mathematical model which is called
as error term can be divided into two pieces such as
technical error which is a random variable equal to the
difference of the conceptual observed response y;,
measurement error, and treatment error. By use of
permutation test technical error tends to be zero. Thus,
only treatment error can remain in the model. For this
reason, permutation tests can yield more reliable
results (Good, 2000).

To calculate a P value, the F value obtained from
the original data is compared with the distribution of
F* values obtained by permutation test. The empirical
frequency distribution of F* is entirely exposed
because the number of possible relabeling data is
finite. Type 1 error rate for the null hypothesis is
calculated as dividing the number of F* equals to or
greater than F' by total number of F.

(number of. F~ > F)

n!
This P value provides an exact test for the null
hypothesis, when there are no differences among
groups.

P=

2.2.1. Completely randomized design

The possible number of relabeled data sets for
one-way ANOV A which has 7 groups with n replicates
can be calculated by the equation of

(tn)!/['(n!)" ] (Anderson, 2001). Here, it is essential

to state that original data is a member of permutation
set. Only PRD method was used on analysis of
completely randomized design because of software
limitation.

2.2.2. Randomized Block Design

The possible number of relabeled data sets for
randomized block design which has b blocks and ¢
treatments can be calculated by the equation of
()" (Miclke and Berry, 2001; Anderson, 2001).

PRD, PRR and PRF methods were used on analysis of
randomized block design.



2.2.3. Latin Square Design

The possible number of relabeled data sets for
Latin square design can be calculated by ¢/ (t-1) !/
(Schefté, 1959).

To put into practice the permutation test for Latin
square design exactly it would be simplest to base it
on the sum of squares for numbers (i.e., levels of

factor C), namely on Zk T kz where Ty is total of the ¢

observations where factor C is at level ¢. the number
of different squares in a transformation set is ¢/(t-1)/
times the number of Standard squares in the set. Since
the statistic is invariant under the ¢/ permutation of the
levels of C, the number of different values the statistic
takes on with equal probability for a given
transformation set is (z-/)! times the number of
standard squares in the set. PRD, PRR and PRF
methods were used on analysis of randomized block
design.

3. RESULTS AND DISCUSSION

3.1. Multiple Regressions

For multiple regression analysis, conventional
analysis OLS (Ordinary Least Squares), available
permutation methods such as (PRD) permutation of
raw data, (PRF) permutation of residuals under the
full model were performed and Type I error rates were
observed respectively, 0.009, 0.0047 and 0.0054.
These results shows that permutation tests produce
smaller Type I error rates than OLS, but there are no
considerable differences in Type I error rates among
any of methods. Result of Anderson-Darling test
shows that data has not normal distribution, so one of
the assumption of OLS was not confirmed. In this
situation, OLS method is having a tendency to yield
errant results, and it can be indicated that Type I error
rates obtained from PRD and PRF are more reliable
than OLS results.

Type I error rate obtained from permutation of
raw data is smaller than permutation of residuals (full
model), but this difference is not significant. Anderson
and Legendre (1999) declared that there are no
difference affect the making decision between PRD
and PRF by means of Type I error rates, and they
suggested PRD method. Anderson (2001) suggested
PRD method for small sample sizes. It can be
preferred because it is distribution free and needs less
computer time. Tanizaki (2001) also proposed
permutation methods for significance tests for
regression models when the data has not normal
distribution. Obtained findings for this study also
support the study results of Anderson and Legendre
(1999).

3.2. Completely Randomized Design

For completely randomized design, ANOVA and
PRD which is suitable for completely randomized
design are performed and Type I error rates were
observed respectively, 0.005 and 0.0068. According to
the results, permutation tests produce higher Type I
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error rates than ANOVA, but there are no differences
affect the making decision in Type I error rates
between these methods. Result of Anderson-Darling
test shows that data has not normal distribution. When
the methods examined for this design, there is no
significant difference between these methods to
change the decision about the null hypothesis for
specie factor. Onder (2007), Routledge (1997) and
Anderson (2001) notify that permutation tests produce
more reliable results than ANOVA because
permutation tests is distribution free and permutation
tests equalize the technical error to zero. For these
reasons, PRD method can be preferred for completely
randomized design.
3.3. Randomized Block Design

For randomized block design, conventional
analysis ANOVA, available permutation methods
such as (PRD) permutation of raw data, (PRF)
permutation of residuals under the full model and
(PRR) permutation of residuals under the reduced
model were performed and Type I error rates were
shown in Table 1.

Table 1. Type I error rates for randomized block
design by use of ANOVA, PRD, PRF, and PRR.

ANOVA PRD PRR PRF
Species 0.002 0.0033  0.0033  0.0002
Time 0.024 0.0261 0.0045 0.0028
Species x 0.423 0.4238 0.4212 0.4590
Time
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When the results of randomized block design
examined with assistance of Table 1, it is clear that
PRD and PRR permutation methods produced higher
Type 1 error rates than ANOVA but PRF method
produced smaller Type I error rate than ANOVA for
species factor. PRD method produced higher Type I
error rates than ANOVA but PRF and PRR methods
produced smaller Type I error rate than ANOVA for
time factor which is used as block. PRD and PRF
methods produced higher Type I error rates than
ANOVA but PRR method produced smaller Type I
error rate than ANOVA for species x time interaction
term.

Anderson (2001) notify that PRR method should
be used when the size of sample is higher than 10 and
researcher recommended the use of PRD method
when the size of sample is smaller than 10 because of
unreliability of residuals. Routledge (1997) and
Anderson (2001) notify that permutation tests produce
more reliable results than ANOVA because
permutation tests is distribution free and permutation
tests equalize the technical error to zero as they
notified for completely randomized design. Anderson
(2001) notify that PRF method may lead to incorrect
results in interaction analysis for randomized block
design. In this study size of sample was higher than 10
and this situation PRR method can be preferred
because data did not satisfy the assumptions of
ANOVA.
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3.4. Latin Square Design

For Latin Square design, conventional analysis
ANOVA, available permutation methods such as
(PRD) permutation of raw data, (PRF) permutation of
residuals under the full model and (PRR) permutation
of residuals under the reduced model were performed
and Type I error rates were shown in Table 2.

Table 2. Type I error rates for Latin Square design by
use of ANOVA, PRD, PRR, and PRF.

ANOVA PRD PRR PRF
Row 0.203 0.4348  0.4308 0.4308
Column 0.052 0.1587 0.1602 0.1602
Treatment 0.030 0.2640 0.0313 0.0313

When the PRD, PRR and PRF methods which is
performable on Latin Square design compared with
ANOVA, as seen in Table 2, all of three permutation
methods produced higher Type I error rates than
ANOVA for row, column and treatment factors. It is
essential to state that discrepancy between PRD and
ANOVA methods change the decision about the null
hypothesis. While the ANOV A method rejects the null
hypothesis, PRD method accepts the null hypothesis.
The other permutation methods such as PRR and PRF
reject the null hypothesis at significance level of 5%.

Routledge (1997) informed that permutation tests
produce more reliable results from the point of Type I
error rate for Latin Square design by reason of the fact
that permutation methods can eliminate technical
error. Selection of permutation method depends on
size of sample for variance analysis as Anderson
(2001) notified.

Taking into account of information that
permutation tests should be used only if number of
treatment is equal or higher than 5 on Latin Square
design, it is understood that number of observation for
Latin Square design contain at least 25 observation
units. Interpretation of this information suggests the
use of permutation of residuals under the reduced
model (PRR) for Latin Square design because
permutation tests never applied on Latin Square
design which has smaller than 25 observations.

4. CONCLUSION

In this study, permutation methods such as (PRD)
permutation of raw data, (PRF) permutation of
residuals under the full model and (PRR) permutation
of residuals under the reduced model were compared
with conventional methods. It is determined that
permutation tests are more reliable on multiple linear
regression, completely randomized design,
randomized block design, and Latin Square design.

In multiple linear regression models, if the data
has not normal distribution and/or there is high
correlation between explanatory variables, PRF can be
preferred in the presence of outlier/s.

For completely randomized design, PRD method
can be preferred. When the size of sample is higher
than 10, PRR method can be recommended. When the
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size of sample is smaller than 10, PRD method can be
proposed for randomized block design.

For Latin Square design, comparison of
permutation tests has not mentioned in previous
studies according to obtained references. Result of this
study showed that PRR method should be used for
Latin Square design.

It is the most important factor to recommend the
use of permutation tests that it equalize the technical
error, one of the components of error term, to zero and
only treatment error remained in the error term. It is
well known that data taken from biological studies
generally do not satisfy the assumption of the
parametric methods. If data does not receive
assumptions or structure of the data is not known,
permutation tests can be performed to obtain more
reliable results. Otherwise, the statistical decision may
lead to misinterpretation of the results because of
making Type I error for the hypothesis. Permutation
tests and parametric methods yield similar results
when the data fulfill the necessary assumptions for the
parametric method. In this case use of parametric
methods can be preferred in terms of computer time
and simple calculation effort.

For the future studies, it is understood that
comparison of resampling methods such as
permutation, Bootstrap and Jackknife with one
another and/or parametric methods such as F and ¢
tests is necessary.
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