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Abstract 
 
Object detection and image classification from remote sensing data are used in many different fields. It 

has been the subject of many studies in recent years. Research in this field has increased with the 

development of deep learning techniques and remote sensing data, which can be satellite images or 

unmanned aerial vehicles (UAV), providing high resolution spatial and spectral data. In this review, we 

survey modern deep learning techniques are trained on remote sensing data. Term remote sensing data 

is widely used for satellite imagery, however the term also refers to UAV collected data. It is chosen as 

a topic of the this review that 'how green the metropolitans?'. There are two approaches for this question. 

First one is the detection of green (vegetation) in all metropolitan and the other one is classification of 

green types. Convolutional neural networks (CNN), generative adversarial networks (GAN), and 

autoencoder (AE) were compared on tensorflow's UC Merced dataset. 
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1. Introduction 

It is important where we get the data needed. And most of the time, data collection method can and will 

determine the approach to the problem or data and which method will be used. Remote sensing of images are 

used in many area like land use land cover (LULC), urbanization, classification, vegetation, change detection 

[1]. The remote sensing data is used mainly for these problems. This study will cover calculation of green ratio 

and green classification of the metropolitans with modern deep learning techniques. 
Remote sensing is the satellite views mainly. But use of UAV sensor data has recently increased with the 

development of as a remote sensing drone technology. UAV imagery cannot give the same performance 

compared to the satellite imagery. The area of coverage and the number the images cannot be compared to 

those provided by satellites. 
There are different studies performed on UAV's remote sensing data. In this study [2], classify the 

vegetation of the urban according to healthy classes by the drone (UAV) images. Study is performed on aerial 

images which is taken from distance between 20 to 30 m, on sunny day. In [3], Unmanned Aerial Vehicle 

(UAV) is used to detect changes of urban areas. For the change detection different times UAV images are 

needed. In other study [4], UAV images are used to get cultivated land information. In this study [5], UAV 

images are used to classify vegetation in vegetated areas under clear sky conditions. This study claims that 

UAV offers considerable advantages with high-resolution capability but adds that UAV has limits on number 

of sensors that can be mounted. 
UAV has some advantages, UAVs can be loaded with specialized sensors according to the purpose of the 

study. For example, for the vegetation the normalized difference vegetation index (NDVI) can be needed so 

the spectral resolution high sensors can be mounted. The UAVs can move/fly low height and gives high spatial 

resolution. However, UAV has some disadvantages too. The study area should be small. The UAV cost is high 

and needs more time to cover large areas. In addition, number of sensors carried at the same time is strictly 

limited to weight capacity of UAV. Weather conditions can also limit data collection operations with UAV and 

it is also challenging to collect data pertaining large areas such as a whole city at a time. 
As mentioned above, the study area should be small. UAV imagery can be used for the agriculture, classify 

the trees in a forest or garden, for the urbanization of the county, for the solar panel's anomaly detection etc. 

however it is somewhat limited for large-scale data collection operations including over metropolitan areas. 
Mostly in the articles, the term “remote sensing data” is used interchangeably with satellite imagery. It can 

be thought that you can give more details rather than satellite imagery. However the state of art satellite systems 

are the main source for the remote sensing work area. 
There are three major remote sensing academic societies; [6] All of these societies use satellite imagery as 

the data source as mainly. The remote sensing data will covered in detail at the data section. The remote sensing 

term is used for the satellite imagery until end of article. 
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As mentioned above, the satellites keep providing us with the remote sensing data of the Earth. Remote 

sensing of images are used in many area like classification and change detection. There is a big data, this data 

is the source of many studies. Figure 1 [6] 
 

 
Figure 1. Remote sensing study targets. 

 

2. Data 

The remote sensing data used for mainly LULC, object detection, vegetation, scene recognition, 

classification, segmentation, change detection etc. All of these study target mainly use the spectral and spatial 

resolutions of remote sensing data. The first artificial satellite Sputnik-1 launched at 1957, after this year many 

satellites launched for different aims by different countries. At 1972 Landsat program has begun and The Earth 

Resources Technology Satellite is launched. 

In 1986 The Spot can take 3D, At 1999 IKONOS first VHR (very high resolution) satellite. It can give 82 

cm spatial resolution. At 2008 GeoEye-1 gives under the 50 cm spatial resolution, 2009 worldview-2 9 bant 

spectral VHR, at 2015 worldview-3 gives under 30 cm spatial VHR and 9 spectral band. With advancing 

technology, the data becomes more detailed and more precise. With this situation State of the art AI is 

obligatory. Because high spatial resolution and wide spectral resolution can be possible. There are 3 different 

orbit levels, as we investigate them, Low Earth Orbit (LEO), Geostationary Earth Orbit (GEO) and Medium 

Earth Orbit (MEO). 

LEO provides high spatial resolution with low temporal resolution while GEO provides for low spatial 

resolution, but high temporal resolution. We need low orbit altitude to more spatial resolution, it is LEO. There 

is a two important point for the remote sensing spatial and spectral resolutions. 

Resolution is the important issue for the remote sensing studies. The resolution of an image gives the 

possible detailed information provided by the imagery. In remote sensing, there are three types of resolution: 

spatial, spectral and temporal. 

Spatial Resolution refers to the size of the smallest piece that can be detected by a satellite system or 

presented in a satellite image. It is given as a value symbolizing the length of one side of a square. For example, 

a spatial resolution of 30m means that one pixel represents an area 30 by 30 meters on the ground. [7] The 

display of low, medium and high spatial resolution objects Figure 2 [8]. 
Spectral Resolution has to do with how a satellite sensor measures certain wavelengths of the 

electromagnetic spectrum. The finer the spectral resolution, the narrower the wavelength range for a particular 

channel or band [7]. 

Temporal resolution relates to the time among images. At our task, temporal resolution is not important, 

temporal differences are irrelevant as we do not expect to change the green ratio of a metropolitan over the 

course of minutes or days. We need constant image of the metropolitan we need high spatial and spectral 

resolution. We need LEO satellite imagery. The quality of the spatial and spectral resolution will define our 

approach (object based or pixel based) style. 
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Figure 2. Comparison of spatial resolutions 

 

In the comparison of methods have used the UC Merced dataset. UC Merced dataset has 100 images for 

each one of 21 classes. These are; agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense 

residential, forest, freeway, golf course, harbor, intersection, medium residential, mobile home park, overpass, 

parking lot, river, runway, sparse residential, storage tanks, tennis court; Figure 3. Each image measures 

256x256 pixels. The images were manually taken out from large images from the imagery collection for various 

urban areas around the country. The pixel resolution of this public domain imagery is 1 foot [9]. 
 

Figure 3. UC Merced dataset 
3. Methods 

There are two approaches for the remote sensing data; these are pixel based and object based. There are 

two aims; classify each green object and calculate the all green ratio. For the calculation of green ratio; best 

way is the unsupervised methods (clustering pixels). We can use unsupervised pixel based approach and detect 

green objects by the spectral resolution/bands. We can utilize some indexes evolved from spectral bands like 

NDVI. For the classification, we can use supervised methods, we need training data with labeled. We have to 

define spectral information for the each classes in the training data. We will define classes, forest, urban, lake 

Etc. and define spectral info. Each pixel will be interpreted numerically according to its spectral characteristics. 

We use some classification techniques to the define pixel’s characteristics. Like; maximum likelihood 

classifier, minimum distance classifier. We can use object based classification method too for classification 

task. In this method, instead of pixel characteristics, we use segments. 
Pixel-based classification methods analyze spectral properties of each pixel, whereas object based 

classification methods consider spectral, spatial and contextual information of segments [10]. An object-based 

approach deals with image segments, or “patches/objects of reality”, rather than individual pixels [11]. 
In this study [11], pixel-based approach is used for to see change of the green area in the city, object-based 

approach is used to define the change as an expansion, shrinking, new or lost etc. by the size. Before the deep 

learning techniques, traditional pixel based methods were used mostly. Pixel based methods use spectral 

information. Object based methods use both spectral and spatial information. Object based approach use 

spectral characteristics and the class's shape, texture and their (neighbor pixel) spatial relationships. Pixel based 

classification is based solely on the spectral information in each pixel, object-based classification is based on 

information from a set of similar pixels called objects or image objects. 
In object based approach; firstly, segmentation is done then the classification. Segmentation is the process 
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that pixel grouping according to spectral and spatial characteristics for the classes. Scale is the very important 

term for object based approach. Three methods were examined in this review. Under the following headings; 

the results of the articles that made classification by applying the CNN, GAN and AE using UC Merced dataset 

were examined. 
 

3.1. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is the one of the most commonly used deep learning model and its 

originally designed to process data in the form of multiple arrays [12] CNN is well-suited for processing 

multiband remote-sensing image data. CNN consists four different types of hierarchical structures: 

convolutional layers, pooling layers, fully connected layers and softmax layer. The architecture of CNNs;  

Figure 4 [13] At each layer, the input image is convolved with a set of K kernels W = { W 1, W 2, , W K } 

and added biases = { b 1, , b K }, each generating a new feature map X k. 
 

 
Figure 4. Architecture of CNN 

 

There are a lot of articles to evaluate the different kinds of CNN networks. With GoogleNet, Xia et al. got 

94.31 accuracy score. And with VGG-16 model, they got 95.21 accuracy score [14]. Zhang et al. used VGG-

16-CapsNet and got 98.81 accuracy score Table 1 [15]. 
 

Table 1. Results of CNN models. 

CNN Model Accuracy Score 

GoogleNet 94.31 

VGG-16 CapsNet 95.21 

 

3.2. Generative Adversarial Networks (GANs) 

Generative adversarial networks (GANs) [16] have become a very popular category of unsupervised deep 

learning models. GAN model has two sub-models. These are generative network and discriminative network; 

Figure 5 [13]. 
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Figure 5. Architecture of GAN 

 

Generally, the generative network is trained to generate samples that keep in line with real data in a 

manifold, whereas the discriminative network is trained to determine whether a sample is from real data or the 

generator. These two networks compete with each other so that the distribution captured from the generator is 

as similar as possible to the distribution of the real data. [17] 
Reseachers have studied about GAN. There are several techniques applied to low-level computer vision 

tasks. According to the different kinds of model trainings, Lin et al. used MARTA GANs model and the got 

94.86 accuracy score [18]. On the orther hand, Yu et al. used Attention GANs model and got 97.69 accuracy 

score in Table 2 [19]. 
 

Table 2. Results of GAN models. 

GAN Model Accuracy Score 

MARTA GANs 94.68 

Attention GANs 97.69 

 
3.3. Autoencoder (AE) 

Autoencoder is one of the most popular models in deep learning which an unsupervised learning model is. 

It consists of symmetrical neural network and consists of input layer, hidden layer, and output layer. 

Autoencoder contains encoder and decoder. Encoding part is the reduction in the number of nodes at our hidden 

layers until bottleneck. And decoding part is the increasing in the number of nodes at our hidden layers after 

bottleneck. The architectures of (a) autoencoder and (b) stacked autoencoder; Figure 6 [13]. 

 
Figure 6. Architectures of AE and SAE 
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Autoencoder is also widely used in remote-sensing. There are some researches and their scores about 

autoencoders. Zhang et al. run Saliency-guided unsupervised feature learning (SGUFL) and they got 82.72 

accuracy score. [20] Xiong et al. run Stacked convolutional denoising auto-encoders (SCDAE) model and they 

got 93.7 accuracy score. Table 3 [21] 
 

Table 3. Results of AE models 

AE Model Accuracy Score 

SGUFL 82.72 

SCDAE (Stacked) 93.7 

 

4. Results 

This review aims that to gather methods and approach styles to the ‘how green the metropolitans?’ task. 

The importance of the data set to be used and the studies using drone imagery as remote sensing instead of 

satellite imagery were mentioned. In line with the information provided by the satellites, 2 basic approaches 

(pixel and object based) were investigated. The articles in which 3 methods as CNN, GAN and AE were used 

on the UC Merced dataset were reviewed. As a result of the studies examined, the accuracy score success is 

shown below; Table 4. The best success has been achieved with GAN. However, the most used method in 

remote sensing data is CNN. [6] 
 

Table 4. Results of models 

Method Accuracy Score 

Attention GANs 97.69 

VGG-16 CapsNet (CNN) 95.21 

MARTA GANs 94.68 

GoogleNet (CNN) 94.31 

SCDAE (Stacked AE) 93.7 

SGUFL (AE) 82.72 

 

This review can be carried forward by using high-resolution satellite images of a particular metropolitan 

area as data and choosing the appropriate approach mentioned above, measuring both the green ratio and green 

classification of metropolitans. 
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