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Abstract: Public-key cryptosystems form an important part of cryptography. In these systems, every user has a public
and a private key. The public key allows other users to encrypt messages, which can only be decoded using the secret
private key. In that way, public-key cryptosystems allow easy and secure communication between all users without
the need to actually meet and exchange keys. One such system is the McEliece Public-Key cryptosystem, sometimes
also called McEliece Scheme. However, as we live in the information age, coding is used in order to protect or correct
the messages in the transferring or the storing processes. So, linear codes are important in the transferring or the
storing. Due to richness of their structure array codes which are linear are also an important codes. However, the
information is then transferred into the source more securely by increasing the error correction capability with array
codes. In this paper, we combine two interesting topics, McEliece cryptosystem and array codes.
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MATRIS KODLAR iLE McELIECE SiFRELEME SIiSTEMI

Ozet: Acik anahtarh sifreleme sistemleri kriptografinin énemli bir parcasim olusturmaktadir. Bu sistemlerde, her
kullanic1 acik ve gizli anahtar adim alan iki tiir anahtara sahip olup acik anahtar, sadece gizli anahtar kullamlarak
sifresi coziilebilen mesajlar sifrelemek icin diger kullanicilara izin vermektedir. Bu sekilde, acik anahtarh sifreleme
sistemleri anahtar degisimi ve bir noktada baglantiya gerek duymadan biitiin kullanicilar arasinda giivenli ve kolay
bir iletisime olanak saglamaktadir. McEliece semas1 olarak ta adlandirilan McEliece acik anahtarh sifreleme
sistemleri bu tip sifreleme sistemlerine bir érnek teskil etmektedir. Bununla birlikte, bilgi ¢agim yasadigimz bu
giinlerde bilginin transferi ya da depolanmasi1 asamasinda meydana gelebilecek bilgi zedelenmelerini koruma ve
diizeltme amaciyla kodlama kullamlmaktadir. Bu anlamda kullanilan kodlar icinde lineer kodlar onemli bir yer
tutmaktadir. Lineer kodlar ailesinden olan matris kodlar zengin bir yapiya sahip olup bu kodlar ile hata diizeltme
kabiliyetleri artmakta ve bunun sonucunda bilgi daha giivenilir bir sekilde iletilmektedir. Bu baglamda, makalede
giivenilirligi arttirma adina McEliece sifreleme sistemi insasinda matris kodlar1 géz éniine alinacaktir.

Anahtar kelimeler: Acik anahtarli sifreleme sistemleri, Kodlama teorisi, Lineer kodlar, Matris kodlar, McEliece sifreleme
sistemleri.

I. INTRODUCTION function to disguise the code as a general linear code. Since
the problem of decoding an arbitrary linear code is NP-hard,
The McEliece public-key encryption scheme is based on  a description of the original code can serve as the private
error-correcting codes. The idea behind this scheme is to  key, while a description of the transformed code serves as
first select a particular (linear) code for which an efficient  the public key [1].
decoding algorithm is known, and then to use a trapdoor
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The McEliece encryption scheme (when used with Goppa
codes, as originally proposed by McEliece in 1978) has
resisted cryptanalysis to date. It is also notable as being the
first public-key encryption scheme to use randomization in
the encryption process. Although very efficient, the
McEliece encryption scheme has received little attention in
practice because of the very large public keys [2], [3].

This paper investigates the application of array codes in
cryptography, with special attention to the application in the
McEliece cryptosystem. The rest of paper is organized as
follows: Section II gives an introduction to cryptography. It
explains the terms necessary to understand the rest of the
paper and includes linear and array codes. In Section III, we
introduce the McEliece cryptosystem. We describe the way
the system works. In Section IV, we use array codes to
construct a code that can be used within the McEliece
cryptosystem.

II. CRYPTOGRAPHIC BACKGROUND

In this section, we present some cryptographic background
needed to understand array codes.

In general, we consider words of fixed length »n with letters
from a finite alphabet O . Thus words are elements of Q". A
code is a subset of Q" and the elements of the code are

called codewords. The natural number 7 is the length of the
code.

An important class of codes is linear codes. This will be the
only class of codes considered in this paper.

2.1 Linear Codes

From now on let the alphabet O be a finite field F,, so

Q" =F," is a vector space.

Definition 2.1. [4] (Hamming distance, weight). To give the
difference of two codewords a precise meaning the
(Hamming) distance between two words is introduced. Let

x,y € F,', then

d(x,y)=|{i:x[ ¢y[}|. 2.1

The (Hamming) weight of a codeword is the number of non-
zero entries and therefore the distance from the zero vector:

w(x) = |{z X, # 0}| = d(x,O) . (2.2)
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Definition 2.2. [4] A linear code C of dimension & isa k -
dimensional linear subspace of F,' and is often called an

[n,k] code.

The third important parameter of a code C, besides the
length and dimension, is the minimum distance between its
codewords.

Definition 2.3. [4] The minimum Hamming distance 4 of a
linear code is

d =mind(u,v) =minw(u). (2.3)
u#v u#0
It is often called the minimum distance or simply the
distance of the code; any two codewords differ in at least d
places.

A code of dimension £, length #» and minimum distance d
is often called an [n,k,d] code.

Two types of matrices play an important role for linear
codes: generator and (parity) check matrices. They are
defined as follows.

Definition 2.4. [4] If the encoding &:F, — F, from

message m to codeword c

multiplication

is done by the matrix

c=8(m)=mG, (2.4)

where G is a kxn matrix with entries in F,, then G is

called generator matrix of the code. The rows of G form a
basis of C .

Definition 2.5. [4] A parity check matrix of a linear [n,k]
code C isa (n—k)xn matrix H , such that

0}.

Thus the rows of a check matrix generate the orthogonal
complement of C .

C={xeF :xH" = (2.5)

Example 2.1. The binary code C = {0000,0101,1 110,101 l}

can be defined by a generator matrix G, where
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1 110
G= . (2.5)
0101
It can also be defined by a check matrix H with
(1010 2.6)
oo 1) '

In many cases we transmit the encoded message. Because of
the channel noise the received word may contain some
errors, o we want to be able to at least detect or better
correct these errors. Usually we do this by choosing the
codeword which is closest (with respect to the Hamming
metric) to the received word to minimize the probability of
making a mistake.

Lemma 2.1. [4] For an [n,k,d]-code C the spheres

S = {x €F:d(x,c) SL%(CZ—I)J} , ceC, (2.7
do not overlap, so every received word in S, will be

. 1
corrected to c¢. Hence this code corrects up to La(d —1)J

CITors.

Proof. Assume two of the spheres overlap, i.e. they both
contain a point x € F,". Then the distance between the two

centers of the spheres is not greater than twice the distance
to x, thus not greater than (d —1). This contradicts the

assumption that C is a code with minimum distance d .

For any given linear code we can construct its dual code.

Definition 2.6. [4] If C is an [n,k] linear code over F,, its

dual or orthogonal code C* is the set of vectors which are
orthogonal to all codewords of C :

ct :{u eF :u' =0 forallve C} . (2.8)

Now, we define matrix space and array codes as follows:

Definition 2.7. [S] Let F, be a finite field with ¢ elements.
Let Mat

mxn

F, . Then, Mat,,, (

(F q) denote the set of matrices with entries in

F

q) is a vector space over F, .
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Definition 2.8. [5] An array code is a subset of Mat, (F q)

and a linear array code is an F, -linear subspace of

Mat,,, (F,).

Example 2.2. The elements of the linear array code

1 0 11
) spanned by v, =[0 1] and v, =[ ]

Jo 6 6 3)

2 2)(0 1)[1 0 2 '
0o 2)lo o0)00 2 0

C c Mat,, (F

3

are as follows:

|

11
0 1

i

F

q

00 21

K

Note that the space Matmxn(

1 0 2 0

N0y

1
) is identifiable with the

F

mn v 1
space F,™ . Every matrix in Matmxn( p

) can be represented

as a Ixmn vector by writing the first row of matrix
followed by second row and so on. Similarly, every vector

in F™ can be represented as an mxs matrix in

Mat, (F q) by separating the co-ordinates of the vector

into m groups of s -coordinates [5].

Definition 2.9. [5] The mapping with parameters m and n,
denoted by M, (.), is the one that maps the vector

o0 Ao n-1

V=(V 1% v

25eeees Vi

" ) into matrix A =

a a

m-1,0 m=Lin=1 /.

sothat a,; =v for i=0,1,...m—-1, j=0,1,...,n—1.

in+j+12

Example 2.3. Let m=3, n=4 and
¢=(0,0,1,0,4,0,0,0,0,0,0,3) € . . Then,

0010

A={4 0 0 Of.

00 0 3

Definition 2.10. [6] Given an array (g, )occ, (s its
0<j<n-1

horizontal syndrome h=(hy,h,...h, ) and
v=(vy,%5...,,, ) are defined by
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Clearly, an array is in Mat if and only if both the
horizontal and the vertical syndromes are equal to zero. As

an example, consider the array

mxn

S = =
— o O

01100
1 01 0 1}
1 1.0 00

Its horizontal syndrome is A =101, while its vertical
syndrome is v =0100001. It follows that this array is not in
Mat

3x7 *

The related work about array codes can be found in [7].

III. THE McELIECE CRYPTOSYSTEM

Let C be an [nk] linear code with a fast decoding

algorithm that can correct up to ¢ errors. Let G be a
generator matrix for C . To create the disguise, let S be a
random kxk invertible matrix (also called the scrambler)
and let P be a random nxn permutation matrix. The
matrix

G = SGP (2.9)
is made public while S, G and P form the private key.

Encryption: Represent the message as a string m of length
k , choose a random error vector e of weight at most ¢ and

compute the cipher text ¢ = mG +e.

Decryption: To recover the plaintext m from ¢, we
compute c=cP™", use the decoding algorithm for the code
generated by G to decode ¢ to m and compute m = mS™.

Proof that decryption works. Since

c=cP" =(mG+z)P" =(mSGP+z) P" =(mS)G+zP"

149

The McEliece Cryptosystem with Array
Codes V. SIAP

and zP™' has weight at most ¢, the decoding algorithm for
the code generated by G corrects c to m=mS. Finally,

mS™ =m and, hence, decryption works [2].
3.1. Practicality of the McEliece Scheme

As pointed out by Rao and Nam, the McEliece scheme
requires rather large block length. They suggested n=1024,
but today this is not enough anymore, so n = 2048 should
be chosen. Therefore this scheme produces too much
computational overhead for encryption and decryption for
most practical applications [8].

IV. AMcELIECE CRYPTOSYSTEM
USING ARRAY CODES

In this section, we will discuss how to construct a McEliece
cryptosystem using array codes [7].

Example 4.1. Let C be a code over F;. Consider the
matrix

(e R e R = R
B~ b~ O O O B~
S = O O O O
—_ o O O O O
S O A~ O O B
e e
S b~ O b~ O O
B~ O O O b, O
S O = O O O
S O ~ A b~ O
oS O O = O O
S O O O = O

which is the generator matrix for the code. Suppose Alice
wishes to send a message

m=(3,2,0,1,4,2)
to Bob. In order to do so, Bob must create an invertible

matrix S and a random permutation matrix P that he will
keep secret. If Bob chooses

S = O O O O
S O = O O O
—_ O O O O O

S O O = O O
S O O o o =
S O O o = O

and
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S O O O O O o o o o
S O O O O O o o o = O
S O O O O O o o = o O
S O O O O O o = O o O
S O O O O o = O O o o
S O O O O =, O O O ©o o
S O O O = O O O O o o
S O O = O O O O O o o
S O = O O O O o o o o
S =, O O O O O o o o o
S O O O O O o o o o <o
—_ O O O O O O O o o o

Using these, Bob generates the public encryption matrix

000O0OO0OTI1 400410
1 40041000°O0°O0°0O0
62000001040401
04100140°0°0°O0°O0
000041001400
0401010400°O0°O0

In order to encrypt, Alice generates her own random error

vector e and calculates the cipher text ¢ = mG +e. In the
case of the array code the error vector has weight 1.
Suppose Alice chooses

e= (0,1,0,0,0,0,0,0,0,0,0,0) .
Thus the received word is

c=mG +e=(2,0,1,2,4,2,1,3,4,3,3,0) +(0,1,0,0,0,0,0,0,0,0,0,0)
=(2,1,1,2,4,2,1,3,4,3,3,0).

The decoding procedure need only ¢ into the matrix
M, ,(c) from Definition 2.9 and find the errors by checking

these rows and columns, and remove the errors via
horizontal and vertical syndromes. The procedure of finding
errors is demonstrated in the following.

211 2
From ¢, we know that MH(c): 4 2 1 3|. Its

4 330
horizontal and vertical syndromes are #4=100 and

v=0100, respectively. That is, by checking bits, we find
that the first row contains one error 1 and the second column
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contains one error 1. It is clear that the error vector is
(0,1,0,0,0,0,0,0,0,0,0,0). Therefore, the errors can be
found and removed.

V. CONCLUSION

Array codes have the potential to improve the use of the
McEliece cryptosystem.
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