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ABSTRACT

This paper tests the cointegration and causal relationship between economic growth and total R&D investment for the United States for the period 1960-2007 using Johansen and Juselius (1990) cointegration test and the Granger no-causality approach developed by Toda and Yamamoto (1995), in a five variable vector autoregression (VAR) model. Johansen and Juselius cointegration test reveals one cointegrating vector among the variables. The results of Toda and Yamamoto approach indicate two-way causality between total R&D investment and economic growth.
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1. INTRODUCTION

Research and Development (R&D), defined as “creative work undertaken on a systematic basis in order to increase the stock of knowledge and the use of this stock of knowledge to devise new applications” (OECD, 1993, p. 29), leads to new technological breakthroughs, thereby increases productivity, economic growth and prosperity. According to Grossman and Helpman (1994), technology, which is the result of R&D activities and investment, has been “the real force behind perpetually rising standards of living” (p. 24).

The relationship between R&D investment and growth has attracted a great deal of attention amongst policy makers and economist. The literature on R&D-growth linkage has been influenced by two recent developments. First, the endogenous growth theory has highlighted the importance of R&D in the economic growth. Second, new econometric methods, such as cointegration and causality tests (Toda-Yamamoto, 1995), have further extended the debate on R&D-growth nexus.

Theoretical and empirical studies (cross-sectional, time series and panel data) have indicated that investment in R&D is vital for economic growth. Theoretical, models developed by Romer (1990), Grossman and Helpman (1991a, 1991b, 1991c) and Aghion and Howitt (1992) demonstrate that an increase in the level of resources devoted to R&D will increase economic growth (scale effect).


While R&D activities and investment promote GDP growth, it is also possible that GDP growth can induce stronger incentives for R&D investment. Braconier (2000), using pooled time-series data from 10 OECD countries for the period of 1973-1992, found that expected per capita income is one of the important determinants of R&D expenditures. Wang (2010) examined determinants of R&D investment, using the Extreme-Bounds-Analysis approach for 26 OECD countries. The results indicate that income growth rate is a fragile determinant of R&D investment.

Sylwester (2001) investigated relationship between R&D and economic growth in 20 OECD and G7 countries, employing multivariate regression analysis. While no strong association is found between R&D expenditures and economic growth in OECD countries, a positive relationship between industry R&D expenditures and economic growth is detected in the case of the G7 countries.
Pessoa (2010) showed that country specific factors are important in modeling the R&D - growth nexus. Therefore, the structure of the relationship between R&D and economic growth is not same for all countries and innovation policy that relies only on increasing R&D expenditures is not effective for economic growth (p.6).

What is the causal relationship between economic growth and R&D investment? According to endogenous growth theory, higher level R&D investment leads to higher level of total factor productivity (TFP), which in turn induces economic growth. It is also possible that economic growth, may positively affect total R&D investment. Thus, it can be argued that total R&D investment can Granger – cause economic growth, just as economic growth can Granger – cause total R&D investment.

The purpose of this study is to investigate Granger-causality between economic growth and real total R&D (TRD) investment in the US. The US chosen as a case study for two reasons: First, in terms of total R&D investment US is one of the top countries in the world. According to OECD’s Science Technology and Industry Scoreboard (2009), the US accounted for almost 40% of the R&D expenditures in the OECD between 1997 and 2007. This country’s total R&D expenditure was 368,8 billions PPPS, and its R&D intensity (2.7% of GDP) remained well above the G7 average (2.2%) in 2007. Second, since R&D investment play crucial role in US economy, studies related to growth-R&D nexus on the US economy are yet to be completed.

This study differs from the previous studies about US in two ways. First, it uses a new dataset covering the period of 1960-2007. Second, contrary to the previous studies that employed either standard Granger causality test or Granger causality test based on the Error Correction Model (ECM), it employs Granger no-causality approach developed by Toda and Yamamoto (1995). With the above in mind, the rest of the study is organized as follows. Section II provides literature review. Section III describes data and the empirical methodology. Section IV presents empirical results. Conclusions and policy implications are presented in section V.

2. LITERATURE REVIEW

The link between R&D and economic growth is empirically examined on firm, industry and national levels for the US. Fraumeni and Okubo (2002), using the National Income and Product Account framework of the U.S. over the period of 1961–2000, estimated that the returns to R&D capital accounted for 10% of growth in real GDP. Moreover, they found that R&D investment increased savings rate by 2%.

Goel, Payne and Ram (2008) examined the long-run R&D-growth relationship at a disaggregated level by considering the roles of federal, non-federal, and defense R&D outlays for the US. In doing so, they employed new bounds-testing and ARDL (autoregressive distributed lag) procedures
developed by Pesaran, Shin and Smith (2001), using annual data for the period of 1953 - 2000. The results indicated that economic growth was more strongly associated with federal R&D than with non-federal R&D. It was also found that economic growth was more strongly associated with defense R&D than with non-defense (federal) R&D.

A study report prepared by European Commission (2008) examined causality link between gross R&D expenditures (GERD) and real GDP for nine European Union countries and the US for the period of 1981-2006. In the case of US, one-way causality running from real GDP to GERD was detected.

Developing highly stylized theoretical endogenous growth model and using a structural vector autoregressive (SVAR) model, Estrada and Montero (2009) studied the impact of R&D investment on the long-run growth for Japan, Germany, UK, France, Italy, Spain and US for the period of 1970-2006. Their results indicated that both private and public R&D investment induced long term growth in the US.

3. DATA AND EMPIRICAL METHODOLOGY

3.1. The Data and Model

This study uses annual real GDP, real total R&D investment, employment, real gross domestic investment (public + private) and real export revenues time series data covering the 1960-2007 periods for US. All the data are taken from the U.S. Department of Commerce, Bureau of Economic Analysis web site and are transformed into natural logarithm scale prior to analysis. Figure 1 shows the logarithmic plots of the time series. This figure illustrates that real GDP, real gross domestic investment, total R&D investment, and employment and export exhibit upward trends, indicating that these variables may move together.
Using the variables proposed by endogenous growth theory, the following production function is estimated.

\[ Y_t = f (INV_t, TRD_t, EMP_t, EXP_t) \]  

(1)

where \( Y_t \) is the real GDP; \( INV_t, \) \( TRD_t, \) \( EMP_t, \) \( EXP_t \) are gross domestic investment (public+private), total R&D investment, total full–time and part time employees by industry and real revenues of exports respectively. Incorporating export into production function is not a new idea. Previous empirical studies such as Balassa (1978), Tyler (1981), Ram (1985), Fosu (1990), Sheehy (1992), Burney (1996), Shan and Sun (1999) included exports in the aggregate production function.
3.2. The Granger Causality Procedure

One of the advantages of Vector Autoregression (VAR) model is that it enables us to detect the direction of causality. Toda and Yamamoto (1995) no-causality test is employed to find out the direction of causality between real GDP and TRD.

Toda and Yamamoto method is chosen due to (as noted by Shirazi and Abdul Manap, 2005, p. 478) following reasons: "a) the standard Granger (1969) causality test for inferring leads and lags among integrated variables is likely to give spurious regression results and F-test becomes invalid unless the variables are cointegrated, b) the error correction model (Engle and Granger 1987) and the VAR error correction model (Johansen and Juselius 1990) as alternatives for testing of non causality between time series are cumbersome, c) Toda and Phillips (1993) claimed that the Granger causality tests in Error Correction Model (ECM) still contain the possibility of incorrect inference and suffer from nuisance parameter dependency asymptotically in some cases."

Toda and Yamamoto (1995) test does not require knowledge of the integration and cointegration properties of the system. It can be applied even when there is no integration or stability, and when rank conditions are not satisfied ‘so long as the order of integration of the process does not exceed the true lag length of the model’ (Toda and Yamamoto, 1995, p.225).

Toda and Yamamoto causality test involves estimation of an augmented VAR (k+d_max) model where k is the optimal lag length in the original VAR system, and d_max is the maximal order of integration of the variables in the VAR system. The procedure employs a modified Wald (MWald) test for restrictions on the parameters of a VAR (k), where k is the lag length in the model. The MWald statistic has an asymptotic $\chi^2$ distribution when the augmented VAR (k+d_max) is estimated.

According to Rambaldi and Doran (1996) MWald tests for testing Granger no- causality increases efficiency when Seemingly Unrelated Regression (SUR) models are employed in the estimation. Toda and Yamamoto Granger no-causality test is employed in this study by estimating the following five-variate VAR model using the SUR method respectively.
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Where:

\[ A_i \] are four by four matrices of coefficients with \( A \) as an identity matrix.

To test the hypothesis that there is “no Granger causality from total R&D investment to GDP”, I test,

\[ H_0: \alpha_1^{(12)} = \alpha_2^{(12)} = 0, \]

where \( \alpha_i^{(12)} \) are coefficients of \( TRD_{t-1} \) and \( TRD_{t-2} \) respectively in the first equation of system (2) where the system is being estimated as a VAR(3).

The existence of causality from total R&D investment to growth can be established through rejecting the above null hypothesis which requires finding the significance of the MWald statistic for the group of the lagged independent variables identified above. A similar testing procedure can be applied to the alternative hypothesis that “no Granger causality from GDP to total R&D investment”, to test \( H_0: \alpha_1^{(21)} = \alpha_2^{(21)} = 0, \) where \( \alpha_i^{(21)} \) are coefficients of \( GDP_{t-1} \) and \( GDP_{t-2} \) respectively in the second equation of system (2) where the system is being estimated as a VAR(3).

4. EMPIRICAL RESULTS

4.1. Order of Integration and Cointegration Test

The unit root tests have to be performed to test whether variables involved are stationary or not. For this purpose, an Augmented Dickey – Fuller (ADF) (1981) unit root test is carried out on the time series in levels and differenced forms. Result of unit root test is reported in Table 1. The results show that we can not reject the null hypothesis of unit roots for all variables in level forms. However, the null hypothesis is rejected when the ADF test is applied to the first differences of each variable. The first differences of the \( \ln GDP, \ln INV, \ln TRD, \ln EMP \) and \( \ln EXP \) are stationary indicating that these variables are in fact integrated of order one, \( I(1) \).
Table 1: Unit root test for the variable under study using ADF test

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level</th>
<th>Critical value</th>
<th>First difference</th>
<th>Critical value</th>
<th>Integration Order I(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnGDP</td>
<td>-2.911</td>
<td>-4.165</td>
<td>-5.225***(0)</td>
<td>-3.581</td>
<td>1</td>
</tr>
<tr>
<td>lnTRD</td>
<td>-1.407</td>
<td>-4.170</td>
<td>-3.435** (1)</td>
<td>-2.928</td>
<td>1</td>
</tr>
<tr>
<td>lnINV</td>
<td>-1.483</td>
<td>-4.170</td>
<td>-5.226***(1)</td>
<td>-3.584</td>
<td>1</td>
</tr>
<tr>
<td>lnEMP</td>
<td>-2.412</td>
<td>-4.170</td>
<td>-4.849***(1)</td>
<td>-3.584</td>
<td>1</td>
</tr>
<tr>
<td>lnEXP</td>
<td>-3.098</td>
<td>-4.170</td>
<td>-4.390***(1)</td>
<td>-3.584</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: The numbers in parentheses indicates the selected lag order of the ADF model. Lags are chosen based on Akaike Information Criterion (AIC). *** and ** indicate significance at 1% and 5% levels respectively. EViews 5.0 was used for all computations.

The optimal lag length is important to identify the true dynamics of the model. To determine optimal lag length of VAR system, the sequential modified LR test statistic (LR), Final prediction error (FPE), Akaike information criterion (AIC), Schwarz information criterion (SC), and Hannan-Quinn information criterion (HQ) lag selection criteria are used. The result of selecting optimal lag length of VAR is reported in Table 2. LR, FPE, AIC, SC and HQ information criterion indicate that lag order of VAR (k) is 2, for five-variate VAR.

Table 2: Lags under different criteria for five-variate VAR model

<table>
<thead>
<tr>
<th>Lag</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>NA</td>
<td>7.15e-11</td>
<td>-9.171739</td>
<td>-8.970999</td>
<td>-9.096905</td>
</tr>
<tr>
<td>1</td>
<td>561.5163</td>
<td>1.22e-16</td>
<td>-22.45848</td>
<td>-21.25404</td>
<td>-22.00948</td>
</tr>
<tr>
<td>2</td>
<td>85.83843</td>
<td>3.11e-17*</td>
<td>-23.87203*</td>
<td>-21.66389*</td>
<td>-23.04885*</td>
</tr>
<tr>
<td>3</td>
<td>29.22843</td>
<td>3.85e-17</td>
<td>-23.76879</td>
<td>-20.55695</td>
<td>-22.57145</td>
</tr>
</tbody>
</table>

Notes:* indicates lag order selected by the criterion; LR: sequential modified LR test statistic (each test at 5% level), FPE: Final prediction error, AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn information criterion

As Engle and Granger (1987) pointed out, only variables with the same order of integration could be tested for cointegration. Since all the series are integrated with the same order I(1), Johansen and Juselius (1990) cointegration test can be employed. Table 3 reports, Trace and λ-max tests to identify number of cointegrating vectors.
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Table 3: Johansen - Juselius likelihood cointegration tests

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Alternative</th>
<th>Trace Statistics</th>
<th>Critical Value 5%</th>
<th>λ – Max Statistics</th>
<th>Critical Value 5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>r=1</td>
<td>81.667*</td>
<td>69.818</td>
<td>40.803*</td>
<td>33.876</td>
</tr>
<tr>
<td>r ≤ 1</td>
<td>r=2</td>
<td>40.863</td>
<td>47.856</td>
<td>20.262</td>
<td>27.584</td>
</tr>
<tr>
<td>r ≤ 2</td>
<td>r=3</td>
<td>20.600</td>
<td>29.797</td>
<td>11.273</td>
<td>21.131</td>
</tr>
<tr>
<td>r ≤ 3</td>
<td>r=4</td>
<td>9.3276</td>
<td>15.494</td>
<td>9.1775</td>
<td>14.264</td>
</tr>
<tr>
<td>r ≤ 4</td>
<td>r=5</td>
<td>0.1500</td>
<td>3.8414</td>
<td>0.1500</td>
<td>3.8414</td>
</tr>
</tbody>
</table>

Notes: * indicate significance at 5% level and r denotes number of cointegrating vectors. EViews 5.0 was used for all computations.

The null hypothesis of no cointegration (r=0) against the alternative of r ≤ 1, r ≤ 2, r ≤ 3, r ≤ 4 is tested. Both tests show that there is one cointegrating vector present among the variables, and it can be concluded all the five variables, namely, real GDP, employment, real total R&D investment, real export and real gross domestic investment are cointegrated and follow a common long-run path.

4.2. Testing for Causality

As mentioned above, a five-variate Granger causality procedure developed by Toda and Yamamoto is used to determine the direction of causality. Table 4 reports the optimal lag length (k), VAR order (k+d_max), MWald statistics p values and direction of causality for five-variate VAR model. The results of the five-variate model are reported in Table 4 and can be summarized as follows. First, the results in Table 4 suggest that both null hypothesis of ‘Granger no-causality from GDP to total R&D’ and ‘Granger no-causality from total R&D to GDP’ can be rejected at the one percent significance level. This indicates that there is a two-way causality between real GDP and TRD. The fact that there is a two-way causality between GDP and TRD in the US economy indicates that TRD causes output, as argued in the literature, but output also causes TRD. Second, the causality between GDP and EMP, and GDP and INV, are all strong at one /or five percent significance level. This confirms the earlier finding that GDP is boosted by some internal factors.
Table 4: Toda and Yamamoto no-causality test five-variate VAR model results

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Lag(k)</th>
<th>k+d_{max}</th>
<th>MWald Statistics</th>
<th>p-values</th>
<th>Direction of Causality</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP does not Granger Cause TRD</td>
<td>2</td>
<td>2+1=3</td>
<td>22.995***</td>
<td>0.000</td>
<td>GDP ↔ TRD</td>
</tr>
<tr>
<td>TRD does not Granger Cause GDP</td>
<td></td>
<td></td>
<td>8.331**</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td>GDP does not Granger Cause EXP</td>
<td>2</td>
<td>2+1=3</td>
<td>19.695***</td>
<td>0.000</td>
<td>GDP → EXP</td>
</tr>
<tr>
<td>EXP does not Granger Cause GDP</td>
<td></td>
<td></td>
<td>3.243</td>
<td>0.355</td>
<td></td>
</tr>
<tr>
<td>GDP does not Granger Cause EMP</td>
<td>2</td>
<td>2+1=3</td>
<td>47.738***</td>
<td>0.000</td>
<td>GDP ↔ EMP</td>
</tr>
<tr>
<td>EMP does not Granger Cause GDP</td>
<td></td>
<td></td>
<td>10.825**</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>GDP does not Granger Cause INV</td>
<td>2</td>
<td>2+1=3</td>
<td>31.829***</td>
<td>0.000</td>
<td>GDP ↔ INV</td>
</tr>
<tr>
<td>INV does not Granger Cause GDP</td>
<td></td>
<td></td>
<td>8.853**</td>
<td>0.031</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The (k+d_{max}) denotes VAR order. The lag length selection was based on LR: sequential modified LR test statistic (each test at 5% level), FPE: Final prediction error, AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn information criterion. *** , ** and * denotes 1% and 5% , 10% significance level, respectively. → denotes one - way causality, ↔ denotes two - way causality. EViews 5.0 was used for all computations.

5. CONCLUSIONS AND POLICY IMPLICATIONS

This study has employed the Johansen and Juselius (1990) cointegration test and the methodology of Granger no–causality test developed by Toda and Yamamoto (1995) to investigate the causality between economic growth and total R&D investment for the US. The tests are based upon annual time series data in a five variable VAR model for the period of 1960-2007. The results of cointegration test suggest that variables move together in the long run. Toda and Yamamoto causality test based on five-variate VAR model indicates a two-way causality between real GDP and total R&D investment. Feedback causality between real GDP and total R&D investment implies that the one consolidates the other. The evidence of a two-way causality between total R&D and GDP, suggest that if the US economy wants a sustainable economic growth, it should continue to increase its total R&D investment.
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