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Abstract. Count data regression has been widely used in various disciplines,

particularly health area. Classical models like Poisson and negative binomial

regression may not provide reasonable performance in the presence of exces-
sive zeros and overdispersion problems. Zero-inflated and Hurdle variants of

these models can be a remedy for dealing with these problems. As well as
zero-inflated and Hurdle models, alternatives based on some biased estimators

like ridge and Liu may improve the performance against to multicollinearity

problem except excessive zeros and overdispersion. In this study, ten different
regression models including classical Poisson and negative binomial regression

with their variants based on zero-inflated, Hurdle, ridge and Liu approaches

have been compared by using a health data. Some criteria including Akaike
information criterion, log-likelihood value, mean squared error and mean abso-

lute error have been used to investigate the performance of models. The results

show that the zero-inflated negative binomial regression model provides the
best fit for the data. The final model estimations have been obtained via this

model and interpreted in detail. Finally, the experimental results suggested

that models except the classical models should be considered as powerful al-
ternatives for modelling count and give better insights to the researchers in

applying statistics on working similar data structures.

2020 Mathematics Subject Classification. 62J05, 62J07, 62J12.
Keywords. Poisson regression, negative binomial regression, zero inflated regression, Hurdle
regression, ridge regression, Liu regression.

girayg@outlook.com-Corresponding author; 0000-0002-1333-788X

skacir@cu.edu.tr; 0000-0003-0678-7935

hasanyildirim@kmu.edu.tr; 0000-0003-4582-9018
.

©2022 Ankara University
Communications Faculty of Sciences University of Ankara Series A1 Mathematics and Statistics

601



602 G. YILDIRIM, S. KACIRANLAR, H. YILDIRIM

1. Introduction

From past to present, due to it’s interpretability and simplicity abilities, regres-
sion analysis have been widely used in various fields. Particularly, it has been more
attractive in machine learning field as a result of processing increasing data in this
information era. The aim of a classical regression is to establish a mathematical
model between a response variable and a group of explanatory variables to get some
insights and some inferences. The structure of response variable is critical to deter-
mine an appropriate regression model. Although a continuous response variables is
the most common one in regression models, there has been great interest to develop
models on discrete variables. Count data regression is an effective way for this pur-
pose. When the response variable is the count of some occurrences of an event and
non-negative valued, count data regression models can produce convincing results.
Classical regression models are based on some assumptions like normality, linearity
and homoskedasticity. These assumptions are adversely affected in the existence of
count response variable. In a such model’s results may be to biased, unstable and
poor on generalization.

In order to more suitable models for count data, some alternative models based
on poisson and negative binomial distributions have been proposed. Poisson re-
gression (PR) and negative binomial regression (NBR) models have been used with
great interest in many areas like medicine, biostatistics, biology, finance, demog-
raphy, astronomy, business and management, earth sciences, communication and
insurance [1,2]. The underlying remarks of attention to count data regression can
be given as follows: (1) interpretability, (2) easy-implementation, (3)good perfor-
mance and (4) wide application area. However, it is not rare to face excessive zero
values meaning no-occurrence in the variable of interest. In such situation, classical
PRR and NBR models may not be sufficiently enough for count data modelling.
For example, the number of cigarettes smoked daily or the number of weekly deaths
due to the cancer in a hospital may be zero. The excess zeros cause a problem calles
overdispersion which has the effect on increasing the sample variance [3]. Due to
the overdispersion,the conditional variance could be bigger than conditional mean
unlike the assumption based on the equality of them. That’s why, the effect of
overdispersion over classical poisson regression is more severe than negative bino-
mial regression. Even NBR can be used to a certain extent in the existence of
excessive zeros, zero inflated poisson regression (ZPR), zero inflated negative bino-
mial regression (ZNBR), poisson Hurdle regression (PHR) and negative binomial
Hurdle regression (NBHR) models have been proposed to deal with overdispersion
problem. On the other side, a phenomenon call multicollinearity corresponding
high correlations between two or more explanatory variables is another common
problem in real word applications. In count data regression models, multicollinear-
ity affected the significance of each variable and the stability performances. As a
solution to multicollinearity in classical linear regression models, ridge regression
estimator and Liu estimator were proposed by Hoerl and Kennard [4] and Liu [5],
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respectively. The superiorities of ridge estimator have been extended to count data
regression via poisson ridge regression (PRR) and negative binomial ridge regres-
sion (NBRR) models which were proposed by Månsson and Shukur [6] and Månsson
[7], respectively. Similarly, poisson Liu regression (PLR) and negative binomial Liu
regression (NBLR) models based on Liu estimator were developed by Månsson and
Kibria [8] and Månsson [9], respectively.

Both classical poisson and negative binomial regression models and the corre-
sponding zero-inflated versions have been extensively used in real word applica-
tions. Wang and Famoye [10] were used the generalized poisson regression (GPR)
and classical poisson and negative binomial regression models to investigate house-
hold fertility decisions. Famoye and Singh [11] proposed zero-inflated generalized
poisson regression (ZGPR) model to make predictions on domestic violence data
set and found this model adequate over its competitors like PR, GPR, ZPR and
ZNBR. Bandyopadhyay et al. [12] used Hurdle and zero-inflated regression models
on drug addiction data set. Similarly, Buu et al. [13] developed a new variable se-
lection method for ZPR on a data set related with alcohol addiction. Mouatassim
and Ezzahid [14] applied PR and ZPR models to make estimation on private health
insurance data set. Xie et al. [15] made a comparison between zero-inflated models
and NBR model by using a smoking data set and found that NBR model could pro-
vide convincing estimations for predicting zero-excessive data. Liyanage et al. [16]
used PR model to estimate the prevalence of end-stage kidney disease and world-
wide use of renal replacement therapy (RRT) and made some projections about the
needs to 2030. Martinez et al. [17] compared PR and NBR models performance on
a data set related with severe chronic obstructive pulmonary disease. Oliveira et
al. [18] presented a comparative study on the usage of ZPR and ZNBR models for
radiation-induced chromosome aberration data and developed a score test for ZPR
model. Tang et al. [19] studied on zero-and-one-inflated poisson models, proposed
a sampling approach with a simulation study and evaluated the performance via
two real data sets. Chai et al. [20] used ZNBR model to estimate ship sinking acci-
dent mortalities. This study investigated the effective factors on medical visit and
the performance of regression models on it’s estimation. Ten different regression
models including PR, NBR, ZPR, ZNBR, PHR, NBHR, PRR, PLR, NBRR and
NBLR have been considered in evaluation. The data set is obtained from Deb and
Trivedi’s study [21].

The rest of this study is organized as follows. The background methodology is
reviewed in Section 2. The appropriate selection methods of ridge and Liu biasing
parameters are presented in Section 3. In Section 4, some information about data
set are described. Performance evaluation is given in Section 5. Some conclusion
and discussions are summarized in Section 6.
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2. Backround Methodology

In this section, we review the aforementioned models briefly. Firstly, we give
models related with conventional poisson regression including PR, PRR, PLR, ZPR
and PHR. Secondly, models based on negative binomial regression including NBR,
NBRR, NBLR, ZNBR and NBHR are presented.

2.1. Models based on Poisson Regression. Poisson regression models have
been widely used and popular in various fields due to its advantages like the inter-
pretability and suitability on inference count data. The conventional PR models
are based on poisson distribution which is given as follows:

f (yi|xi) =
e−µiµyi

i

yi!
, y = 0, 1, 2, ...

where µ is the mean parameter defined by E [yi|xi] = µi = exp
(
x

′

iβ
)
, xi corre-

sponds the ith row of Xn×(p+1) data matrix, β(p+1)×1 is the coefficients vector and
y is the response variable. Poisson log likelihood function is defined as follows:

L (µ, y) =

n∑
i=1

{yi ln (µi)− µi − ln (yi!)}

Then, poisson log likelihood function can be expressed by considering µi =

exp
(
x

′

iβ
)
equation as follows:

L (β, y) =

n∑
i=1

{
yi

(
x

′

iβ
)
− exp

(
x

′

iβ
)
− ln (yi!)

}
The first derivative or gradient vector of L (.) likelihood function can be obtained

as
∂ (L (β, y))

∂β
=

n∑
i=1

(
yi − exp

(
x

′

iβ
))

x
′

i

An iterative algorithm like iteratively reweighted least squares [22] can be used
to get the solutions of above equation. Based on IRLS algorithm the maximum
likelihood estimations of β can be given as follows:

β̂PR =
(
X

′
ŴIRLS−PRX

)−1

X
′
ŴIRLS−PRẑ

where

ŴIRLS−PR = diag
[
µ̂i

(
β̂PR

)]
and zi = log

(
µ̂i

(
β̂PR

))
+
(
yi − µ̂i

(
β̂PR

))
/µ̂i

(
β̂PR

)
.

The steps of IRLS are repeated until a converge criterion is met. Each of Ŵ and z
parameters is updated to maximize likelihood function. The threshold for converge

is usually determined as 10−6 [23]. The matrix
(
X

′
ŴIRLS−PRX

)
is adversely

affected due to multicollinearity. In other words, when the explanatory variables
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are highly correlated, the deviations of coefficients will be unstable and the esti-
mation variance increases. Similar to classical linear regression, ridge regression
estimator can be integrated to poisson regression to deal with this issue. Månsson
and Shukur [6] proposed PRR method which considers ridge regression estimator
in poisson regression estimation process to deal with multicollinearity and defined
as follows:

β̂PRR =
(
X

′
ŴIRLS−PRX + kI

)−1

X
′
ŴIRLS−PRXβ̂PR, k ≥ 0

As an alternative to ridge regression, Liu estimator which was proposed by Liu [5]
can compete with ridge estimator for dealing with multicollinearity. One superiority
of Liu estimator over ridge is to have a linear form of biasing parameters unlike
non-linear form in ridge estimator. That’s why, PLR was proposed by Månsson et
al. [8] as follows:

β̂PLR =
(
X

′
ŴIRLS−PRX + I

)−1 (
X

′
ŴIRLS−PRX + dI

)
β̂PR, 0 < d < 1

As well as multicollinearity, overdispersion is a critical problem on the perfor-
mance of models based on poisson regression. The main reason of this problem
is to observe excessive zeros in data set and this situation is not rare in practi-
cal real applications. The positive count values can be estimated more accurate
via poisson distribution but zero counts cause zero-inflation on the model. To deal
with overdispersion, zero-inflated and Hurdle regression models have been proposed.
These models account excessive zeros separately in estimation process. The mod-
elling stage consist two parts, one for estimation of positive counts and the other
one for estimation of zero count values. Generally, while logistic or probit model is
used to estimate zero values in a binary logic, classical poisson distribution is used
for positive count values. Although zero inflated and Hurdle models have similar es-
timation process, there are some differences between them. Firstly, Hurdle models
consider zero values independently from count values and creates a different process
(i.e. different distribution) generating zeros. So, only one process can produce zero
count values. At the end of estimation process, the likelihood function is calculated
by using the mixture of different distributions. In zero-inflated models, the observa-
tion is possible in each of two processes. Unlike Hurdle models, the process used in
estimation count values can produce zero values. Secondly, the distribution used in
second part of estimation is the truncated version of conventional distribution. For
example, the truncated poisson distribution is considered in Hurdle regression and
non-zero count estimations are guaranteed in this way. ZPR model was proposed
by Lambert [24]. The assumption underlying ZPR model is expressed as follows:

yi ∼
{

0, with probability 1− αi

Poisson (µi) , with probability αi

}
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The unconditional probability distribution of ZPR model can be given as

PZPR(yi) =

{
αi + (1− αi)e

−µi , yi = 0

(1− αi)
e−µiµ

yi
i

yi!
, yi ≥ 1; 0 ≤ αi ≤ 1

}
Similar to ZPR models, the distribution of ZHR model is defined as follows:

PZHR(yi) =

{
(1− αi), yi = 0

αi
f(j;µi)

1−f(0;µi)
, yi = j; j = 1, 2, ...

}
where f(j;µi) is a truncated poisson distribution.

2.2. Models based on Negative Binomial Regression. Negative binomial re-
gression model is a powerful tool which is highly effective on a wide range of count
data applications. Various types of NBR model have been described. The most
well-known and used type is termed as NB2 model referring quadratic form of vari-
ance function. Unlike to conventional PR model, the conventional NBR model can
deal with over-dispersion problem. NBR model accounts over-dispersion by adding
an additional term into probability function and this function is defined as follows:

PNBR(yi) =

{
Γ (yi + 1/θ)

Γ (yi + 1)Γ (1/θ)

(
1

1 + θµi

)1/θ (
1− 1

1 + θµi

)yi
}

where θ is the overdispersion parameter. It is clear that θ is becomes zero, NBR
model will be equivalent to PR model. The log likelihood function of NBR model
can be expressed as

L (µ, y, θ) =

n∑
i=1

yi ln

(
θµi

1 + θµi

)
−1

θ
ln (1 + θµi)+lnΓ

(
yi +

1

θ

)
−ln Γ (yi + 1)−ln Γ

(
1

θ

)
This likelihood function can be re-expressed in terms of coefficients vector as

follows:

L
(
βj , y, θ

)
=

∑n
i=1 yi ln

(
θ exp

(
x
′
iβ

)
1+θ exp(x′

iβ)

)
− 1

θ ln
(
1 + θ exp

(
x

′

iβ
))

+ lnΓ
(
yi +

1
θ

)
− ln Γ (yi + 1)− ln Γ

(
1
θ

)
Similar to approach in PR model, IRLS algorithm can be used to obtain the

solution of this likelihood function and the solution is described as

β̂NBR =
(
X

′
ŴIRLS−NBRX

)−1

X
′
ŴIRLS−NBRẑ

where ŴIRLS−NBR and ẑ are obtained via IRLS algorithm. In order to improve the
conventional NBR model against to multicollinearity problem, NBRR and NBLR
model have been propose by Månsson [7] and Månsson [9], respectively. NBRR
model is defined as follows:

β̂NBRR =
(
X

′
ŴIRLS−NBRX + kI

)−1

X
′
ŴIRLS−NBRXβ̂NBR, k ≥ 0
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NBLR model is also given as

β̂NBLR =
(
X

′
ŴIRLS−NBRX + I

)−1 (
X

′
ŴIRLS−NBRX + dI

)
β̂NBR, 0 < d < 1

Although NBR model is actually effective on dealing with overdispersion prob-
lem, some alternatives have been also proposed to improve NBR model’s perfor-
mance. By carrying similar process like in poisson models, zero-inflated negative
binomial regression and negative binomial Hurdle regression models are defined as
follows:

PZNBR(yi) =

{ αi + (1− αi)
(

1
1+θµi

)1/θ

, yi = 0

(1− αi)
Γ(yi+

1
θ )

Γ(yi+1)Γ( 1
θ )

(
1

1+θµi

)1/θ (
θµi

1+θµi

)yi

, yi ≥ 1

}

PNBHR(yi) =

{ αi, yi = 0

(1− αi)
Γ(yi+

1
θ )

αi[
1−

(
1

1+θµi

)1/θ
]
Γ(yi+1)Γ( 1

θ )

(
1

1+θµi

)1/θ (
θµi

1+θµi

)yi

, yi ≥ 1

}

where α corresponds the probability of zero counts.

3. Selection Ridge and Liu Parameters

The selection of ridge and Liu biasing parameters significantly affect on the
performance of PRR, NBRR, PLR and NBLR models. Although there have been
extensive literature on the determination of these parameters, there is no consensus
among these studies. Various different methods have been proposed for each model.
For the models based on ridge estimators, the most well-known method is defined
by Hoerl and Kennard as follows:

k =

(
σ̂2

α̂2
max

)
where α̂ = γβ̂ML and γ corresponds the eigenvector of X

′
ŴX. Ŵ matrix is ob-

tained via each model, separately. Some alternative estimators have been proposed
in order to avoiding underestimating of optimal k value via above method. The
following estimator has been suggested by Månsson [6] and Månsson [7] for PRR
and NBRR models and considered in this study:

k1 = max

(
1

mj

)
where mj =

√
σ̂2/α̂2

j .
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Similarly, Månsson et al. [8] and Månsson [9] suggested the following selection
method on the selection of Liu biasing parameters for PLR and NBLR models:

d1 = max

0,min

 α̂2
j − 1(

1/λ̂j

)
+ α̂2

j


where λ̂j is the jth eigenvalue of X

′
ŴX.

4. Performance Evaluation

In order to investigate the performance of regression models, a real data set has
been used. The data set has been obtained from Deb and Trivedi’s study [21] and
is available in [25]. This data set includes 4406 individuals and 12 attributes. The
dependent variable is the number of pysician office visits. The number of days
of hospital stays, the health status, age, gender, marital status, education, family
income, private insurance status, the number of chronic diseases, job status and
disability status are considered as the explanatory variables in this study. There
is no missing values in data set. The existence of outliers has been examined by
using the range of ±3 standard deviation of eah variable. To investigate the exis-
tence of outliers, we considered both z-score and individually ±3 standard deviation
approach with some graphical methods including box-plot. Mahalanobis distance
was used to investigate the multivariate outliers but there have been no critical
outliers in terms of this measurement potentially affecting the performance. At the
end of univariate outlier deletion process, the remain 4182 individuals are used in
experiments.

The data set has been splitted as train and testing data sets with the ratios %70
and %30, respectively. Regression models have been fitted via train data set and
tested via testing data set. The distribution of frequencies for each split is given
in Fig. 1. All the experimental study has been carried out via R software [26] and
related packages including MASS [28], lmtest [29], pscl [30] and countreg [30].

4.1. Training Regression Models. In the training phase, six models including
PR, ZPR, PHR, NBR, ZNBR and NBHR have been fitted on the training data set.
Akaike information criterion (AIC) and log likelihood values have been calculated
to determine the best fit. The obtained results has been given in Table 1. According
to results in Table 1, NBR, ZNBR and NBHR models which provide the minimum
AIC and LL values, have been found as the best models on the training data set.
Although the performances of these models are similar to each other, the best one
among them is the NBHR model. The worst model for our training data set is the
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Figure 1. The distribution of frequencies in each data split

classical PR model.

Table 1. AIC and LL values of regression models for training data set
Model AIC LL
PR 23239.538 -11606.769
NBR 16091.514 -8031.757
ZPR 20968.239 -10458.119
ZNBR 16003.561 -7974.781
PHR 20968.497 -10458.249
NBHR 15993.192 -7969.596
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A log likelihood ratio test has been carried out in nested models to decide whether
an overdispersion parameters in negative binomial regression model is necessary.
Models based on negative binomial regression and poisson regression have been
examined among themselves, separately. The results are given in Table 2. Based
on Table 2, it can be said that all comparisons of nested models have been as
significant. This result means that models based on negative binomial regression
can be seen as more suitable at the point of dealing with overdispersion. Besides,
Vuong test [27] is applied training results for non-nested models to determine the
model’s performance of dealing with excessive zeros. A positive value of test statistic
in Vuong test means that the first model is more reasonable than the second one.
The test statistics and significance values are given in Table 2. According to Vuong
test’s results, PHR and ZPR are more preferable as statistically than PR. Similarly,
ZNBR and NBHR are found as more suitable than classical NBR model. Only the
differences between ZNBR&NBHR and ZPR&PHR are not statistically significant.

Table 2. LRT and Vuong test results based on pair comparisons on training data set
LRT NBR-PR ZNBR-ZPR NBHR-PHR
Value 7150 (p<0.001) 4966.7 (p<0.001) 4977.3 (p<0.001)
Vuong test PR-PHR ZNBR-NBHR PR-ZPR NBR-ZNBR ZPR-PHR NBR-NBHR
z statistic -14.183 -1.037 -14.186 -5.008 0.745 -5.352
p (p<0.001) (p=0.1499) (p<0.001) (p<0.001) (p=0.2508) (p<0.001)

As well as LRT and Vuong tests, rootogram graphs have been obtained to examine
the model fits as visually. In rootogram graphs, the closeness of the bars to the x
axis, is proportional to the goodness of fit. These graphs are given in Figure 2. It
can be said that models based on negative binomial regression are seen more better
than the models related with poisson regression. Among these models, ZNBR and
NBHR are seen more suitable than PR. Although the basic NBR model can be a
convincing alternative in the existence of excessive zeros and overdispersion, it’s
zero inflated and Hurdle variants is more powerful for an effective estimation.

4.2. Testing Regression Models. In the training phase, all regression models
have been fitted to the training data and some performance measurements like AIC
and LL have been given to compare six models except the ones based on ridge
and Liu estimators. All outweights vectors have been obtained for all models. By
using these outweights, regression models including PRR, PLR, NBRR and NBLR
have been tested on the unseen (i.e. testing) data set. The mean squared error
(MSE), it’s square root (RMSE) and the mean absolute error (MAE) are used
as performance criteria. Unstandardized residuals have been considered in the
calculation of these measures. The testing results are given in Table 3. Based on
Table 3, it is shown that ZNBR, PHR and ZPR models provide better results than
their competitors. These models give the smaller MSE, RMSE and MAE values.
Although the performances of ZNBR, PHR and ZPR models are similar each other,
the best fit is obtained with PHR model. Models based on ridge and Liu estimators
are slightly poorer than the rest of models. Overall, the NBLR model is found as
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Figure 2. The rootogram graphs of each regression model

the worst model for our data set.

Table 3. The comparison of regression models on the testing data set
Model MSE RMSE MAE
PR 39.8572 6.31325 3.9699
NBR 40.7568 6.38410 3.9847
ZPR 39.6489 6.29673 3.9449
ZNBR 39.8083 6.30938 3.9318
PHR 39.6447 6.29640 3.9450
NBHR 40.0699 6.33007 3.9500
PRR 40.8191 6.38898 3.9842
PLR 40.8198 6.38903 3.9844
NBRR 41.0495 6.40698 3.9919
NBLR 41.0499 6.4070 3.9920

4.3. Determination of the Best Model and Interpretation. When the results
in training and testing phases are examinated together with the rootogram graphs,
ZNBR model can be seen as the best model for the data set in this study. In
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the training phase, NBR, ZNBR and NBHR models have similar performances
according to the AIC and LL values. NBR, ZNBR and NBHR models show the
best fit as visually in rootogram graphs. Finally, ZPR, ZNBR and PHR models
are found better than their competitors based on testing performance. Besides,
LRT tests is found significant between ZPR and ZNBR models. By virtue of these
comments, it can be said that the most suitable model for the data set is ZNBR.
The final fit and coefficients have been obtained using ZNBR model. All results
of final modelling are given in Table 4. The number of days of hospital stays,
the health status, education, age, gender, marital status, family income, private
insurance status, the number of chronic diseases, job status and disability status

Table 4. The fitting results of ZNBR model
Count Part Zero Part

Variable β exp (β) Se β exp (β) Se
Intercept 1.593* 4.920 0.21580 4.574* 96.9350 1.45082
#Days of hospital stays 0.280* 1.324 0.02995 -0.533 0.587 0.34171
Health status (perfect) -0.276* 0.759 0.06445 0.406 1.500 0.28061
Health status (bad) 0.264* 1.303 0.04949 -0.505 0.603 0.58746
#Chronic diseases 0.137* 1.147 0.01308 -1.127* 0.324 0.16908
Disability status (yes) 0.117* 1.124 0.04180 0.039 1.040 0.34310
Age (/10 years) -0.057* 0.945 0.02730 -0.600* 0.549 0.18999
Gender (male) -0.026 0.974 0.03552 1.044* 2.840 0.24176
Marital status (married) -0.111* 0.895 0.03699 -0.747* 0.474 0.25823
Education 0.020* 1.020 0.00471 -0.097* 0.908 0.03041
Family income (x10000$) 0.007 1.007 0.00882 -0.022 0.978 0.06752
Job status (yes) -0.022 0.978 0.05314 -0.334 0.716 0.37298
Private insurance (yes) 0.137* 1.147 0.04292 -0.172* 0.310 0.22918

Coefficients for each part of zero-inflated negative binomial regression have been
given separately. Count part corresponds the modelling results on the individuals
who are visited by the pyhsician more than zero. Similarly, zero part results belong
the the people who are never visited by the pyhsician. As mentioned before, zero-
inflated models present a mixture of different distributions who are able to model
count and zero dependent values in a separate process.

According to the count part results in Table 4, the significant variables are #days
of hospital stays, health status, #chronic diseases, disability status, age, marital
status, education and private insurance (p < 0.05). The physicians tend to visit
about %24 more to people whose perception of health is perfect than the ones having
normal perception. The people having some disabilities in their normal life are
more likely to be visited (approximately %15). Similarly, private insurance status
is effective on the number of visits. The existence of private insurance provides
more visits (%14.7) than normal status. Married people are approximately %10
less likely to be visited than single people. On the other hand, gender, family
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income and job status are not statistically significant on the number of physician
visits (p < 0.05).

When observed the results in zero part, it can be seen that #chronic diseases,
age, gender, marital status, education and private insurance are statistically sig-
nificant on the modelling the zero counts (p < 0.05). The results show that people
with chronic diseases are less likely (approximately %67) not to be visited by the
physicians. This results is reasonable because of the risk of those people. The
physicians tend not to visit men 2.84 times less likely than women. The comments
is supportive with count part when marital status, education and private insurance
variable are examined. The more likely situation in count part corresponds the less
likely one in zero part. While an occurrance for a particulary variable in count part
can increase the possibility of visits, it can decrease for the zero-part or vice versa.
Compared with count part, there is more insignificant variables in zero part. #days
of hospital stays, health status, disability status, family income and job status are
not the effective factors (p < 0.05).

5. Conclusions and Discussions

In this study, we have used poisson and negative binomial regression models and
their variants based on zero-inflated, Hurdle, ridge and Liu approaches to model a
medical data. Zero-inflated, Hurdle and biased (i.e. ridge and Liu) models have
been considered in order to get better solution in the presence of excessive zeros
and overdispersion. Because of the prevalence of these problems in real word appli-
cation, classical regression models can be a remedy. As a result of comprehensive
experimental study, it can be said that zero-inflated and Hurdle models may pro-
vide better results than their competitors. The researchers facing excessive zeros
and overdispersion problems may consider these models as powerfull alternatives
to get useful insight about their application. Moreover, poisson and negative bi-
nomial regression models based on ridge and Liu estimators should be taken into
consideration in the presence of multicollinearity in addition to excessive zeros and
overdispersion problems.

Although the mentioned models can provide useful insights for modeling count
data, it should be noted that the performance comparison is valid for data sets
having similar underlying structure. In the future works, we will carried out a com-
prehensive simulation study to achieve better generalization performance. Different
types of data sets belonging various domains, larger dimensions and more detailed
parameter selection process can be seen as the limitations of this study.
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