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Deep Feature Selection for Facial Emotion Recognition Based on 

BPSO and SVM 

 
Highlights 

 CNN model design and feature extraction for emotion recognition problem 

 Use of the publicly available Fer+ facial expression dataset 

 Feature selection with Binary Particle Swarm Optimization (BPSO) algorithm 

 Classification of features with Support Vector Machine (SVM) 

 

Graphical Abstract 

The contribution of the Binary Particle Swarm Optimization algorithm to the performance and speed of facial 

expression recognition was examined by classifying the features obtained as a result of the application of the BPSO 

algorithm to the last feature layer of the CNN model with the Support Vector Machine. 

 

 

 

 

 

 

 

Figure. BPSO+SVM algorithm working procedure 

 

Aim 

The contribution of the application of the BPSO+SVM combination to the deep features on the accuracy and speed of 

face recognition was investigated. 

Design & Methodology 

Python software and Google Colab environment were used in CNN design and training. 

Originality 

The BPSO+SVM combination has been applied to CNN-based features. 

Findings 

The face recognition performance measured with the CNN model was 84.28%, the face recognition performance of 

the CNN+SVM combination was 84.81%, and the face recognition performance with the CNN+BPSO+SVM 

application was 85.74%. Runtime performances per image were measured as 0.52ms, 1.82ms, 1.12ms, respectively. 

Conclusion  

With the BPSO application to the CNN-based features of the Fer+ dataset, higher accuracy was measured than the 

CNN and CNN+SVM methods. The combination of CNN+BPSO+SVM has been shown to be better than CNN+SVM 

in terms of runtime performance. 
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 ABSTRACT 

Facial expressions, which are important social communication tools in our daily life, provide important information about the 

mental state of people. Research is being done to obtain this information accurately. The importance of these researchs in the field 

of human-computer interaction is increasing. Many methods have been used for the recognition of universal facial expressions 

such as neutral, happiness, surprise, sadness, anger, disgust, and fear by intelligent systems with high accuracy. Emotion recognition 

is an example of difficult classification due to factors such as ambient light, age, race, gender, and facial position. In this article, a 

3-stage system is proposed for emotion detection from facial images. In the first stage, the CNN-based network is trained with the 

Fer+ dataset. The Binary Particle Swarm Optimization algorithm is applied for feature selection to the feature vector in the fully 

connected layer of the CNN network trained in the second stage. Selected features are classified by Support Vector Machine. The 

performance of the proposed system has been tested with the Fer+ dataset. As a result of the test, 85.74% accuracy was measured. 

The results show that the combination of BPSO and SVM contributes to the classification accuracy and speed of the FER+ dataset. 

Keywords:  Facial emotion recognition, convolutional neural network, binary particle swarm optimization, support vector 

machine. 

BPSO ve SVM'ye Dayalı Yüzde Duygu Tanıma için 

Derin Özellik Seçimi 

ÖZ 

Günlük hayatımızda önemli sosyal iletişim aracı olan yüz ifadeleri, insanların ruhsal durumu hakkında önemli bilgiler vermektedir. 

Bu bilgiyi doğru bir şekilde elde etmek için araştırmalar yapılmaktadır. Bu araştırmaların insan-bilgisayar etkileşimi alanındaki 

önemi giderek artmaktadır. Nötr, mutluluk, şaşkınlık, üzüntü, öfke, iğrenme, korku gibi evrensel yüz ifadelerinin akıllı sistemler 

tarafından yüksek doğrulukla tanınması için birçok yöntem kullanılmıştır. Duygu tanıma, ortam ışığı, yaş, ırk, cinsiyet ve yüz 

pozisyonu gibi faktörler nedeniyle zorlu bir sınıflandırma örneğidir. Bu makalede, yüz görüntülerinden duygu tanıma için 3 aşamalı 

bir sistem önerilmiştir. İlk aşamada, tasarlanan CNN tabanlı ağ Fer+ veri seti ile eğitiliyor. İkinci aşamada, eğitilmiş olan CNN 

ağının tam bağlı katmanındaki özellik vektörüne özellik seçimi için İkili Parçacık Sürü Optimizasyon algoritması uygulanıyor. 

Seçilen özellikler Destek Vektör Makinesi tarafından sınıflandırılır. Önerilen sistemin performansı Fer+ veri seti ile test edilmiştir. 

Test sonucunda %85,74 doğruluk ölçülmüştür. Elde edilen sonuçlar İkili Parçacık Sürü Optimizasyon algoritması ve Destek Vektör 

Makinesi birleşiminin FER+ veri setinin sınıflandırma doğruluğuna ve hızına katkısını ortaya koymuştur. 

Anahtar Kelimeler: Yüz duygu tanıma, evrişimsel sinir ağı, ikili parçacık sürü optimizasyonu, destek vektör makinesi.  
1. INTRODUCTION 

Facial expressions are important tools that reflect the 

mental state of a person. For this reason, facial emotion 

recognition (FER) has become an important tool for 

many research areas such as improving the teaching-

learning process, detecting mental disorders, customer 

satisfaction, lie detection, fear detection and Autism [1-

7]. The Facial Action Coding System (FACS), which was 

first introduced by Ekman and Freisen in 1978 and is a  

pioneering system in the definition of facial movements 

until today, defined universal facial expressions (anger, 

disgust, fear, happiness, sadness, and surprise) with 46 

Action Units (AUs) on the face. Facial expressions are 

expressed with combinations of these action units [8]. 

Today, AUs are still used in research on many different 

subjects [9-13]. 

FER studies are examples of a difficult classification 

because of difficulties in facial expression recognition 

such as age, race, gender, face position, low resolution, 

background, skin diseases, brightness, and mask. 

Emotions are difficult to recognize and follow by 

humans. Thus, automatic and uninterrupted recognition 

of emotions by intelligent systems in human-computer 

interaction has become an important issue in machine 

learning. Many different methods have been used in the 

field of FER from past to present. Emotion detection in 

machine learning is divided into 3 categories. These are 

geometric, appearance and deep learning-based methods. 

Geometric-based methods are to obtain the feature vector 

*Sorumlu Yazar  (Corresponding Author)  

e-posta :  kenandonuk@sirnak.edu.tr 



Kenan DONUK, Ali ARI, Mehmet Fatih ÖZDEMİR, Davut HANBAY  / POLİTEKNİK  DERGİSİ, Politeknik Dergisi,2023;26(1): 131-142 

 

132 

representing the facial expression by taking into account 

the positions and shapes of the turning points (eye, 

mouth, eyebrow, nose) on the face [14].  There are many 

geometric-based studies in the FER field [15-21]. 

Appearance-based methods are the use of features 

obtained from image processing techniques and 

calculations on pixel values.  Methods such as Local 

Binary Patterns (LBP) [22-24], Histogram of Oriented 

Gradients (HOG) [25], Gabor Filters [26,27],  Local 

Phase Quantization (LPQ) [28], Scale-Invariant Feature 

Transform (SIFT) [29,30] are examples of appearance-

based methods. Thanks to the developing technology, 

deep learning-based methods have made progress in FER 

studies. Deep learning-based methods have emerged as 

Deep Neural Networks (DNN) with the deepening of 

Artificial Neural Networks (ANN) [31]. 

Traditional and the latest technology deep learning 

algorithms have been developed from past to present. 

The most popular of these algorithms is CNN. The first 

CNN architecture was the LeNet-5 network [32].  The 

structure of the network consists of convolution, pooling 

and full link layers. It has been reported that Deep 

Convolutional Neural Networks outperform traditional 

methods [33]. There are CNN-based studies in different 

fields in the literature [34-36]. 

There are also studies conducted with CNN architecture 

in the FER field [37-46]. FER studies consist of three 

phases. These are face detection, feature extraction from 

facial expression, and classification of these features. 

In this study, a three-stage system is proposed in emotion 

classification. CNN-based deep learning model was used 

to extract the features of the images in the FER+ dataset. 

The dominant features were selected with the BPSO 

algorithm. The features selected with BPSO were 

classified by SVM method. The results show that the 

proposed system can be used to increase accuracy and 

speed in emotion classification. The performance of the 

proposed system has been tested on the FER+ dataset. 

The classification accuracy on the test set was calculated 

as 85.74%. 

The rest of this paper is organized as follows; In the 

second chapter, studies in the literature in the field of 

FER are examined. In Chapter 3, the proposed system is 

explained in detail. In Chapter 4, the contribution of the 

proposed system to the classification accuracy and speed 

is examined. In Chapter 5, the results of the study are 

given. 

 

2. RELATED WORKS  

Niu et al. proposed a method to achieve high performance 

with traditional methods without using Deep 

Convolution Network (DNN). They applied traditional 

approaches such as Local Binary Patterns (LBP) and 

Oriented FAST and Rotated BRIEF (ORB) to the face 

area. The features obtained as a result of the approaches 

were combined. Combined features are given to Support 

Vector Machines (SVM) for classification. The proposed 

method was applied to Japanese Female Facial 

Expressions (JAFFE), The Extended Cohn-Kanade 

(CK+) and MMI facial expression datasets. In the 

experiments performed according to different feature 

sets, accuracies such as 92.4% and 88.5% from the 

JAFFE dataset, 99.2% and 93.2% from the CK+ dataset, 

84.2% and 79.8% from the MMI dataset were obtained. 

These results showed the effectiveness of the proposed 

method [23]. Josephine Julina et al. analyzed facial 

features using Histogram of Oriented Gradients (HOG) 

and Local Binary Model (LBP). They tried to classify 

happy, sad and angry facial expressions from video 

frames with the system they established [47]. Christou et 

al. designed a CNN-based architecture with 5 

convolutional layers. With the architecture they 

designed, they achieved an accuracy of 88.78% on the 

FER2013 dataset. They demonstrated the effect of data 

augmentation with an accuracy rate of 91.12% obtained 

by applying data augmentation to the FER2013 data set 

[43]. Mollahosseini et al. proposed a deep neural network 

architecture that includes the Inception layer structure. 

By combining the network outputs of the Inception layer, 

classification is performed with two fully connected 

layers. They have achieved a significant success in 

regional feature performance with the use of network 

within the network. The performance of the architecture 

has been tested on MultiPIE, MMI, CK +, DISFA, 

FERA, SFEW and FER2013 datasets. Evaluation of the 

results was made using the cross-validation technique 

with two different experiments. The success of the 

proposed architecture against the latest technology 

architectures has been demonstrated [45]. Bhandari et al. 

investigated the effect of using facial edge data in 

emotion recognition on performance. They designed an 

architecture consisting of two-tower and convolutional 

layers. In the first tower, semantic expressions on the face 

are extracted as features. In the other tower, features are 

extracted from the edge information obtained with the 

canny edge detection algorithm. The feature vectors of 

the two towers terminate in the classification layer. The 

architecture has been tested on the JAFFE and FER2013 

datasets. This two-tower architecture provided a 6% 

increase in test accuracy in both datasets compared to the 

single-tower CNN model using raw images [41]. Gupta 

et al. designed a CNN network based on AlexNet 

architecture, which takes 30 temporal and spatial features 

from video datasets as input. These features collected in 

the EmotionalVLAN layer are transmitted to the 

classification layer. The proposed architecture has been 

tested on RML, BAUM-1s, eNTERFACE05, MMI, and 

FER2013 datasets. The proposed architecture achieved 

better results than the previously applied methods [40]. 

Li et al. tried to overcome the accuracy problem caused 

by overfitting in deep networks with the CNN-based 

ResNet-50 architecture. For the training and testing of the 

architecture, a dataset of 700 images was prepared from 

20 subjects of different ages, careers and races. The 

overall crossover average of the network trained with 10 

cross-validations is 95.39%. Architecture compared with 
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Biogeography-based optimization (BBO), Cat Swarm 

Optimization (CSO), Haar Wavelet Transform (HWT) 

and better results were obtained [48]. Liang et al. 

proposed a bidirectional long-short-term memory 

(BiLSTM) fusion network. In this network consisting of 

3 parts, Deep Spatial Network (DSN) is used for spatial 

display features, Deep Temporal Network (DTN) is used 

to benefit from temporal information, and BiLSTM 

network is used for the formation of six basic 

expressions. Comparative experiments with 13 different 

methods on CK+, Oulu-CASIA and MMI datasets 

showed that the proposed method can achieve high 

performance [42]. Bargal et al. proposed an architecture 

to classify 8 emotional expressions (including contempt). 

The Acted Facial Expressions in the Wild (AFEW) 6.0 

cropped video dataset combinations were used to train 

the architecture. In the proposed architecture, VGG13, 

VGG16 and ResNET networks are trained. The feature 

vectors of the trained networks are combined. The 

obtained feature vectors are added to the Statistical 

coding module (STAT), which produces a single feature 

vector, and classified via SVM. Dataset classification 

success resulted in validation 59.42% and testing 56.66% 

accuracy rates [49-51]. Li et al. revealed that the same 

emotion is expressed differently between human faces. 

They stated that this situation led to errors in emotion 

classification. Therfore, they suggested adding face 

identity information to the model to help emotion 

recognition models. The proposed architecture consists 

of two CNNs. These CNNs used DeepID for face 

identification and Resnet for emotion recognition. The 

output properties of these networks are combined and 

given as input to the fully connected layers. The proposed 

architecture has been evaluated in the CK+ and FER+ 

databases. They achieved 99.3% and 84.3% accuracy in 

the CK+ and FER+ datasets, respectively. Only the 

emotion classification trials in Resnet18 and Resnet18 + 

FC networks resulted in 83.1% and 83.4, respectively 

[33]. 

Some studies on the FER+ dataset used in the study are 

as follows. Barsoum et al. evaluated emotion recognition 

performance on a proposed VGG network. They used the 

FER+ dataset in the VGG architecture. By making use of 

the probabilistic distribution of emotion labels in the 

FER+ dataset, Majority Voting (MV), Multilabel 

Learning (ML), Probabilistic Label Drawing (PLD) and 

Cross-Entropy Loss (CEL) methods were used during the 

training. Accuracies of 83.852%, 83.966%, 84.986% and 

84.716% were obtained from these methods, respectively 

[52]. Miao et al. proposed the shallow CNN (SHCNN) 

architecture to overcome the performance problem in 

traditional methods and the overfitting problem in deep 

learning. They used temporal features for classification.  

 

 

 

 

TV-L1 used optical flow method to extract temporal 

features in video frames. They applied the SHCNN 

architecture to classify optical flow images. The 

proposed architecture has been tested on FER2013, 

FER+, CASME, CASME II, SAMM datasets. It has been 

demonstrated that the architecture shows a positive 

performance compared to the latest technology. The 

success of this architecture in the FER+ dataset is 86.54% 

[39]. Lian et al. followed the DenseNet-BC architecture 

with three dense blocks in emotion classification. Class 

Activation Maps (CAM) were used to identify distinctive 

image regions in different facial expressions. They 

trained the system by dividing the face into 7 regions. 

They concluded that the most effective region in emotion 

classification is the mouth. The proposed architecture has 

been tested on the FER+ dataset. They achieved a higher 

result than the training of facial region combinations with 

81.93% classification success in classification over the 

whole face [44]. Georgescu et al. presented an 

architecture in which they combine features extracted by 

three CNN-based models and a handcrafted model. 

Combined features are classified by SVM. CNN-based 

models used 16-layer VGG-face, 8-layer VGG-f, VGG-

13 and Bag-Of-Visual-Words (BOVW) model as a 

handcrafted model. Scale-Invariant Feature Transform 

(SIFT) and k-means clustering were used to extract local 

features from images in the BOVW model. They tested 

the proposed architecture with FER, FER+ and AffectNet 

datasets. The classification success in the FER+ dataset 

is 87.76% [29]. Huang compared the accuracy of the 

architectures obtained by combining Resnet and VGG 

architectures in the early or late stages of education. It has 

been determined that the performance obtained by 

combining different architectures in the late stage is 

higher. It used linear SVM as the classification method. 

Test accuracy of 87.40% was obtained in the experiments 

on the late fusion architecture with the FER+ dataset [53]. 

 

3. PROPOSED METHOD  

The proposed system consists of CNN training, BPSO 

feature selection and SVM classification stages. At the 

end of the CNN training, feature vectors (28390x128) of 

the data set images are obtained from the fully connected 

layer (128 neurons) before the classification layer. The 

BPSO algorithm is applied for the optimization of these 

feature vectors. Out of the 128 features represented for 

each image by the BPSO algorithm, the most valuable 

features giving the highest classification accuracy are 

obtained from the BPSO-SVM combination. The best 

feature vector obtained at the end of BPSO-SVM is 

classified in SVM. The flow chart of the proposed system 

is shown in Fig. 1. 
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       Figure 1. Flow chart of the proposed system 

 

3.1. Fer2013 and Fer+ Database  

The standard original FER-2013 dataset introduced at 

The International Conference on Machine Learning 

(ICML) was obtained through the Google image search 

API. There are 35887 grayscale face images in the 

dataset. Gray face images with 48x48 dimensions were 

labeled with 7 different emotion expressions (Neutral, 

happiness, surprise, sadness, anger, disgust, fear). Label 

accuracy in Fer2013 is lower than the FER+ dataset [54]. 

Unlike the FER-2013, in the FER+ dataset, which is an 

extension of the FER-2013 dataset, the emotion 

expressions corresponding to the images were labeled by 

10 crowdsourced labelers instead of a single-label output. 

By choosing a single emotion for each image, a statistical 

emotion distribution was obtained for each facial 

expression. The FER+ dataset, unlike the original 

dataset, has 8 emotion labels including "contempt". The 

gold standard method was used for labeling quality [52]. 

FER+ dataset images were preprocessed and cropped. 

The FER+ dataset contains 35887 grayscale images, 

including training (28709), publicTest (3589), and 

privateTest (3589). Some facial expression datasets are 

shown in Table 1 below. 

 Table 1. Emotion expression datasets 

 

3.2. CNN architecture  

FER+ dataset prepared with 10 crowdsourced labelers 

was used in the training of our CNN-based architecture. 

The images in the dataset are more reliable and have 10 

different emotion labels, unlike the original FER-2013 

dataset. These emotions are neutral, happiness, surprise, 

sadness, anger, disgust, fear, contempt, unknown, and NF 

(non-face). The emotional data distribution of the FER+ 

dataset is shown in Fig. 2. 

            Figure 2. FER+ emotion tag data distribution 
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CASME II [56] 

SAMM [57] 

CFD [58,59] 

RAF-DB [60,61] 

ADFES [62,63] 
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IEMOCAP [65,66] 

JAFFE [67,68] 

Google Facial Expression Comparison Dataset [69] 

AffectNet [70,71] 

Extended Cohn-Kanade Dataset (CK+) [72] 

SFEW [73] 

AFEW [74] 

CMU MultiPIE [75] 
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In order to train our CNN architecture more accurately in 

the data set, “unknown” and “NF” labeled images were 

removed from the data set. As a result of clearing the 

dataset from "unknown" and "NF" images, the total 

number of images in the dataset is 35488. For the 

training, validation and testing of the CNN architecture, 

the data set is divided into subsets of 80%, 10%, 10%, 

respectively. Before training, data augmentation was 

made in the training set. Dataset and emotion label data 

statistics Fig. 3 and Table 2, respectively. 

        Figure 3. Training, validation and testing data 

 

 Table 2. Emotion expression data statistic 

 

In the CNN model of the proposed system, 6 

convolutions were applied to the data set images with a 

spatial size of 48x48. The matrices obtained after the 

convolutional layers were flattened and transferred to 1 

full link layer (128). 128 features in the fully connected 

layer are classified with the Softmax activation function 

in the classification layer with labels between 0-7. In the 

CNN model, max pooling was applied 3 times. Dropout 

is applied before the classification layer. ReLU activation 

function and batch normalization were used in all layers 

except the classification layer. The CNN model used is 

shown in Fig. 4.

 

 

 

 

 

 

 

 

 

               Figure 4. The CNN model used 

 

 

      

Hyper parameters such as Max pooling, Dropout, ReLU 

and Batch normalization, Data augmentation, 

Optimization algorithm used in the CNN architecture are 

important parameters for the correct training and 

generalization ability of the network. Max pooling will 

not change the number of channels of the post-

convolutional features, but will halve their spatial size 

due to the 2x2 filter applied. This way, dominant features 

in the image are selected. Max pooling offers ease of 

calculation as it reduces the spatial dimension. In the 

dropout stage, some of the neurons carrying the feature 

information are randomly discarded. So, over-learning is 

prevented by increasing the generalization ability in the 

training of the network. ReLU activation function is used 

to learn nonlinear situations from complex information. 

If the input value of this function is negative, the output 

is zero. If the input value is positive, the input value is 

given as the output. Batch normalization is used to reduce 

the effect of gradient losses. Data augmentation has been 

applied to enable the network to learn better. In order to 

minimize the error in the training of the network, one of 

the gradient descent based optimization algorithms 

"Adam" [82] was preferred. Binary Cross Entropy (Loss 

function) is used as error function. 

 Train Valid Test 

Neu 10299 1305 1302 

Hap 7519 933 903 

Sur 3597 442 423 

Sad 3453 451 467 

Ang 2471 306 334 

Dis 200 16 32 

Fea 678 75 66 

Con 173 21 22 

Total 28390 3549 3549 
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3.3. PSO and BPSO  

Heuristic optimization algorithms offer solutions close to 

nonlinear mathematics and real life problems. In the 

literature, heuristic optimization algorithms have been 

applied in many different areas [83-87]. Particle Swarm 

Optimization (PSO), one of these algorithms, is a 

heuristic algorithm put forward by Kennedy and Eberhart 

in 1995 [88]. This algorithm is used in the optimization 

of nonlinear problems. The inspiration for this algorithm 

is swarm of birds. Bird swarm act together and in 

communication for their vital needs. The individual in the 

best position to meet the need is the leader of the swarm. 

Birds in constant motion change their position according 

to the position of the swarm leader and their best-ever 

position. In this way, they try to reach the best goal that 

will meet the need. In solving non-linear problems, just 

like in bird swarm, a swarm of particles is created to 

obtain the best solution. Each particle in the swarm 

represents a solution. The particle that gives the best 

solution in the search space is the global best particle 

(GBest). The individual solutions of the particles that 

give the best solution represent the individual best 

particle (PBest). Particles update their velocities at each 

position change, taking the GBest and PBest solutions 

into account. With their new speed, they get a new 

position. This situation continues until the best solution 

for the problem is found [84,88,89]. Velocity and 

position update are given in Eq. (1) and equation Eq. (2), 

respectively. The particle's position update is shown in 

Fig. 5. 

 

vn[t+1] = w[t]vn[t] + c1r1(xL,n[t]- xn[t])  

+ c2r2(xG,n[t] - xn[t])                                                 (1)                                                                         

 

xn[t+1] = xn[t] + vn[t+1]                                              (2) 

 

vn[t+1]   :The new velocity of the particle 

w[t]        :Inertia coefficient 

vn[t]       :The previous velocity of the particle     

c1  :Coefficient of remembering own best position 

r1  :Random number from [0-1]           

xL,n[t]   :The best position of the particle so far 

xn[t]  :The previous position of the particle 

xG,n[t]  :Swarm leader's position 

r2           :Random number from [0-1]   

c2         :Coefficient of remembering the position of the 

swarm leader 

 

 

            Figure 5. Particle location update [84] 

 

Binary Particle Swarm Optimization (BPSO), a 

functional algorithm, is used in problems such as size 

reduction and feature selection. In BPSO, unlike PSO, 

candidate particles for solution are denoted by “0” and 

“1”. After the velocity update of the particles in the 

binary search space, the velocities determined in 

determining the new positions of the particles are 

converted into probability values between 0-1 by passing 

a Sigmoidal function. Then, the velocity values obtained 

are compared with a random number and the new 

position of the particle is updated as "0" or "1". Equations 

where the position is calculated in BPSO are given in Eq. 

(3) and Eq. (4) [89,90]. 

 

𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1]) =
1

1+𝑒−(𝑣𝑛[𝑡+1])                             (3) 

 

𝑥𝑛[𝑡 + 1] = {
0, 𝑖𝑓 𝑟𝑎𝑛𝑑() ≥ 𝑆𝑖𝑔(𝑣𝑛[𝑡 + 1])

1, 𝑖𝑓 𝑟𝑎𝑛𝑑() < 𝑆𝑖𝑔 (𝑣𝑛[𝑡 + 1])
               (4) 

 

4. RESULTS AND DISCUSSIONS 

Training was completed in 49 iterations by applying an 

early stop to the CNN model to prevent overfitting. The 

CNN model resulted in 90.63% in training and 84.19% 

in validation. The model performance of the model in the 

test set was measured as 84.28%. The accuracy and loss 

graphs of the CNN model are shown in Fig. 6 and Fig. 7, 

respectively. CNN training and testing details are shown 

in Table 3.  

                            Figure 6. Model accuracy graph 
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                            Figure 7. Model loss graph 

 

Table 3. CNN training and testing details 

 

Confusion matrix, which is a reliable measure, was used 

to measure the classification performance of our CNN 

model. Fig. 8 shows the confusion matrix of the test 

dataset. When the confusion matrix given in Fig. 8 is 

examined, the classification result for "happiness" is 

91.58, "contempt" is 31.82%, and "disgust" is 40.62%.  

 

               Figure 8.  Test dataset confusion matrix 

This is due to the fact that the "happiness" data has the 

highest data, and the "contempt" and "disgust" data have 

the least data. Another thing to note is that 45.45% of the 

data labeled "contempt" is classified as "neutral". 

Classification of “contempt” data as “contempt” has a 

rate of 31.82%. The reason for this is that the facial 

expressions in the images with the labels "contempt" and 

"neutral" are very similar. 

4.1. BPSO+SVM 

At this stage, the feature vectors of all training images 

belonging to the FC1 layer of the CNN-based 

architecture, whose training has been completed, are 

transmitted to the BPSO unit. The BPSO algorithm 

generates a population of candidate particles to find the 

most valuable feature vector. Each particle is a vector 

consisting of the values "0" and "1". These particles are 

sequentially applied to the CNN feature vector. The 

index values of the particle with the value of "1" are 

found and the features belonging to these index values in 

the feature vector are filtered. The resulting new feature 

vector is transmitted to the SVM [91] classifier. An error 

value for all particles is obtained with the RBF kernel 

method of the SVM classifier [92]. This process 

continues until the best particle is found. The CNN test 

performance of the proposed system is 84.28%. Test 

success of the CNN feature vector with SVM is 84.81%. 

As a result of applying the BPSO + SVM combination to 

the FC1 layer, the most valuable features were extracted 

from 128 features of each image. Thus, the number of 

features was reduced from 128 to 59. As a result of 

testing with 59 features, the accuracy obtained was 

increased by 0.93%, reaching 85.74% accuracy. The 

working procedure of the BPSO+SVM algorithm applied 

to the FC1 layer and the BPSO error graph with 10 

iterations and 35 particles are shown in Fig. 9 and Fig. 

10, respectively. 

 

 

 

 

 

 

 

 

 

                   Figure 9. BPSO+SVM algorithm working 

 

 
                                    Fig. 10. BPSO error graph 

Dataset Accuracy 

Train 90.63% 

Validation 84.19% 

Test (data augmentation) (lr=0.0001) 84.28% 

Test (without data aug.)   (lr=0.0001) 79.91% 

Test (data augmentation) (lr=0.001) 79.49% 

28390 x 128 
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While the classification rate per CNN+SVM image was 

1.82 ms, the classification rate of CNN+BPSO+SVM 

was reduced to 1.12 ms. This situation is shown in Table 

4. In addition, the literature comparison of the accuracy 

of the proposed model is given in Table 5. 

 

Table 4. CNN+BPSO+SVM vs CNN+SVM 

 

Table 5. Literature Comparıson of Accuracy 

 

 

When Table 5 is examined, although the accuracy of the 

proposed system is behind the latest technology systems, 

it has achieved a better result than some studies with 

architectures such as VGG and ResNet. This study does 

not claim the best accuracy rate with the fer+ dataset. The 

main point of the study is to draw attention to the 

contribution of feature selection to the accuracy and 

speed of emotion classification. While the accuracy of 

the classification test with CNN was 84.28%, the 

accuracy of the proposed system was measured as 

85.74%. The proposed system contributes about 1.5% to 

the classification with CNN. 

 

5. CONCLUSIONS 

In this paper, a system is proposed to increase the 

accuracy and speed of emotion expression classification. 

The proposed system consists of CNN, BPSO and SVM. 

With the CNN model we created, 128 features 

representing the images of the FER+ dataset were 

extracted. By using these features, classification was 

performed with SVM. Classification with SVM achieves 

better accuracy than the CNN model. To further increase 

the accuracy, the BPSO heuristic optimization method is 

used. Using BPSO, the features with the best 

classification accuracy were selected from 128 features 

representing the images. At the end of the BPSO, the 

number of features was reduced to approximately half the 

size. It was reclassified by the SVM method with the 

features obtained with BPSO. As a result of the 

classification made with the combination of BPSO + 

SVM, the accuracy and speed values gave better results 

than the classification made with SVM alone. In this 

paper, the contribution of the proposed system to the 

classification accuracy and speed of the FER+ dataset, 

which is one of the emotion expression datasets, is 

revealed. 
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