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ABSTRACT 
 

In this study, a skin segmentation study is investigated with deep learning methods. The skin segmentation problem is chosen 

as a case study. The main reason for this is that there are numerous studies on this subject and the abundance of available data sets. 

In addition, images containing skin pixels contain multiple attributes. That's why human images are very suitable for comparative 

studies on machine learning and deep learning. In the first stage of this study, skin segmentation will be done by using RGB space, 

which contains deep information as an attribute in machine learning. At the same time, to show the success of the deep learning 

algorithm, the effect of deep learning will be tested by converting images to grayscale, and success differences will be given. 
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1. INTRODUCTION 
 

Distinguishing human skin from images is an interesting process. Because the races of the people in 

each image, blur in the images, ambient light, etc. factors make skin differentiation difficult. That's why 

researchers have been working for a long time [1-5]. Skin segmentation is of great importance, especially 

in areas such as human-computer communication, a type of field, and face identification, sign language. 
 

Each image contains multiple different attributes and millions of pixels for processing. To solve this 

challenging problem, researchers are working on several machine learning algorithms [6-10]. The first step 

in machine learning is usually to learn the images previously labeled as skin and nonskin pixels by the human 

eye. At this stage, the features of each tagged pixel and pixel neighborhood are extracted. The relationship 

between the skin and nonskin pixels corresponding to these features is learned by the computer by algorithms. 

 

Numerous features have been proposed in the literature to be used in skin detection with machine 

learning [6-10]. A few of them are RGB, YCbCr, HSV, GLCM, etc. RGB, which is widely used among 

them, usually aims to train machine learning with the colors of images and its success rate is remarkable. 

However, this does not indicate that the RGB attribute alone is sufficient. RGB, YCbCr combination, 

RGB + GLCM, etc. combinations can increase success. Which combinations are the best is the question 

mark. Therefore, there are also studies on feature selection. 
 

Deep learning is a subset of machine learning. Recently, the importance of deep learning has started to 

increase gradually. One of the reasons that make deep learning attractive is that it can detect skin without 

prior feature extraction which is extracting hundreds of different features from hundreds of different pixels. 

Human contribution in deep learning algorithms is very small compared to machine learning [11, 12]. 
 

2. METHODS 
 

In this study, the Pratheepan database [13], which has a relatively small number of data, was chosen. Using 

the data in this database, skin segmentation will be done with both machine learning and deep learning. 
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From the first stage, SVM classification which is a machine learning algorithm will be investigating. The 

resolutions of the images are used to train the algorithm will be kept original. In addition, an SVM-based 

machine learning application will be made using RGB, which is a defining and highly successful attribute. 
 

In the second stage, semantic segmentation will be done using a deep learning network. The images we use 

in the deep learning network will be converted to gray format and the network will be trained. The main 

reason why we convert images to gray format; is to be able to prove the success of deep learning with lacking 

color space. 
 

3. RESULTS 
 

In the first stage, machine learning was performed with SVM classification. RGB, which is the most 

defining feature, was chosen as the main feature. The average success values of our network for 78 

images are given in Table 1. 

 
Table 1. Success metrics of SVM machine learning algorithm by using RGB features 

 

Classification method 
Classifier type 

Sensitivi

ty 

Specifici

ty 

RGB SVM 0.7953 0.8936 

 

With the machine learning application is applied by using the SVM algorithm, the prediction rate of 

skin pixels as the skin was 79.53%, and the rate of detection of nonskin pixels as nonskin is 89.36%. 

 

In the second stage, the images were converted to black and white format, and the RGB attribute, which 

was given in the table and is very successful, was eliminated. The deep learning network is trained with 

the semantic segmentation algorithm given in Figure 1. 
 

 
 

Figure 1. The purposed semantic segmentation algorithm 
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Table 2. Success metrics of the semantic segmentation network 

 

Classification method 
Classifier type 

Sensitivi

ty 

Specifici

ty 

Deep Learning  Semantic segmentation 0.8799 0.7289 

 

Deep learning application is applied with the proposed Semantic segmentation network, the rate of 

estimating Skin pixels as the skin was 87.99%, and the rate of detecting nonskin pixels as nonskin was 

72.89%. 

 

As seen in Table 1, the skin segmentation success of the RGB attribute is significant. Although the RGB 

attributes of the images used to train the semantic segmentation algorithm are eliminated and the 

resolution is reduced as much as possible, the success of the network is higher than the SVM algorithm. 

In particular, the Sensitivity value increased from 79% to 87.99%. Specificity rates decreased from 

89.36% to 72.89%. This decrease is normal as the features that play an important role in detecting the 

images used are eliminated. 

 

 
Figure 2. Result images with Iou score=0.9633(Left=original, Middle= ground truth, Right= predicted) 

 

IoU is one of the frequently used metrics in semantic segmentation. It is an extremely simple and 

effective measurement. The IoU is the expression of the overlap area between the predicted 

segmentation and the ground truth. The IoU value is between 0 and 1. A value close to 1 indicates that 

the semantic segmentation algorithm is very successful. In Figure 2. The Iou score is found to be very 

high (IoU=0.9633), which shows the remarkable success of the purposed algorithm. 
 

4. CONCLUSION 

 

With the release of new powerful systems and graphics cards, the importance of deep learning 

applications has increased. In this study, skin segmentation, which has been studied extensively, has 

been chosen as the main application. High success has been achieved with the application of machine 

learning such as SVM. However, such classification applications are shifting to the deep learning side. 

In our study, a deep learning application, which is trained without using the machine learning algorithm 

and feature extraction, has been implemented. The results give better success metrics than the SVM 

algorithm, although the images are applied as gray and low resolution. 
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