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Abstract—The idea of autonomous vehicle platoons presents a 

variety of social, economic, and safety benefits to the 

transportation industry. However, implementing and deploying 

autonomous vehicle platoons is still a challenge. In this paper, we 

present a PID-based computationally cost-efficient controller to 

aid in the longitudinal control of the inter-vehicle distance 

between successive platoon members. The proposed approach is 

facilitated by inter-vehicle communication. The algorithm was 

implemented using the Robotics Operating System and Gazebo 

simulation environment. In order to evaluate the performance 

and applicability of the proposed approach, meticulous 

simulations under numerous scenarios were performed using 3D 

vehicle models so as to mimic the real-world. The algorithm 

successfully maintains the longitudinal inter-vehicle distance 

within the desired range, ensures that no collisions occur among 

platoon members, and preserves the platoon formation. 

Index Terms—Autonomous vehicles, autonomous vehicle 

platoons, intelligent transport systems, longitudinal platoon 

control, automated highway systems, PID.  

I. INTRODUCTION

UTONOMOUS VEHICLE PLATOONS (AVPs) is a

trending multidisciplinary topic nowadays attracting

attention from researchers, practitioners, and governmental 

bodies all over the world. AVPs are comprised of two or more 

vehicles mechanically or electronically connected and 

travelling closely together as a single unit with the same 

lateral and, or longitudinal motion control. Autonomous 

vehicle platooning promises a variety of social, economic and 

safety benefits ranging from saving employee time [1], 

optimal energy consumption [2], efficient road utilization [3] 
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to  minimizing traffic accidents culminating from human error 

[4].   

Owing to the multidisciplinary nature of AVPs, a multitude 

of work has been done pertaining to AVPs; their control, 

analysis, deployment to mention but a few. Work from areas 

such as control and analysis, the communication industry, and 

energy department have contributed significant work to the 

enhancement of AVP applications. For instance, studies on 

Adaptive Cruise Control (ACC) [5], Cooperative Adaptive 

Cruise Control (CACC) [6], [7], String Stability [8], [9]. The 

cruise control model proposed by [5] was implemented in 

MATLAB SIMULINK. They used the velocity and inter-

vehicle distance deviation as inputs to their controller. 

Communication plays a vital role in the overall success of 

autonomous vehicle platoons. In fact, AVPs incorporating 

communication in their architecture register better results in 

comparison to those that operate without communication 

among platoon members [10]. The quality, ease of 

communication and type of information shared significantly 

affects the performance of an AVP. Furthermore, the 

efficiency of the communication methodology employed, and 

the amount of information communicated in the platoon also 

have the ability to enhance the success of the entire platoon. 

Steven E. Shladover et al. [6] provided the essential 

definitions and distinctions among the different types of 

CACC and the various communication types employed by 

platoons. Robust Vehicle to Vehicle (V2V) communication, 

such as VANET, DSRC [11], [12], Vehicle to Infrastructure 

(V2I) or even both (V2X) communications facilitate the 

functioning of AV platooning. Shen, Z. et al. [13] discussed 

the effects of communication reliability and latency on the 

performance of vehicle systems using 5G V2X hardware 

prototypes and the 802.11 communication protocol. In our 

study, we utilize the Robot Operating System (ROS) [14] 

messages and topics for communication within the platoon. 

Inter vehicle communication is wireless and is based on Wi- 

Fi(IEEE 802.11) network. 

String stability is another important feature of an 

autonomous vehicle platoon. Cremer, D. [9] provided a string 

stability criterion which only depends on the error in velocity 

of each vehicle in comparison to the velocity of the Leading 

Vehicle (LV). Cremer’s standards did not rely on the inter-

vehicle distance. Seiler et al. defined platoon stability as the 

error between the desired and the actual inter-vehicle spacing 

[15]. Swaroop et al. [16] presented string stability 

requirements that depend on the inter vehicle distance in two 
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categories: the strong sense and the weak sense. In the strong 

sense, the presented string stability conditions requires that the 

maximum inter vehicle distance error of the ith
 vehicle should 

either be equal or less to that of the i - 1th
 vehicle. String 

stability in a weak sense has a requirement that just the 

maximum inter-vehicle distance errors should be less than or 

equal to those of the first follower (F) vehicle. 

The Global Positioning System (GPS) [17], is one of the 

most valuable sensors in look-ahead systems. For example, 

[18] illustrated a high integrity navigation system’s 

development and implementation for usage in autonomous 

land vehicle applications. They mainly used GPS and the 

Inertial Measurement Unit (IMU) in their work. GPS is the 

backbone of the approach we present in this study as well. 

Inter-vehicle distance (IVD) is an essential metric in 

autonomous vehicle platoons. How well it is kept and 

maintained ensures safe, comfortable, and more efficient road 

usage, among others. It is with this background that we 

propose this study. 

In this paper, we propose a computationally cost efficient, 

PID-based algorithm for controlling the inter vehicle distance 

between successive members of an autonomous vehicle 

platoon. Our approach differs from other numerous studies 

mainly by using only the onboard GPS sensors of the vehicles, 

gazebo robot simulator and the Robot operating system 

(ROS). Furthermore, our PID controller requires just the 

current longitudinal inter vehicle distance to the preceding 

vehicle, unlike most PID approaches that require the velocity 

and acceleration information as well. The algorithm observes 

maintenance of platoon formation and makes sure no 

collisions occur amongst platoon members. Obtained results 

are presented and 3D simulations of the system further carried 

out using ROS and Gazebo platforms to demonstrate the 

performance of the proposed approach. 

This paper is organized as follows. Section II presents the 

problem statement and followed platoon model. Section III 

explains the scenarios considered during simulations. Section 

IV presents the environment and conditions under which the 

simulations were performed. Section V illustrates the results 

obtained from the simulations, whereas Section VI discusses 

the obtained results, the limitations of the proposed approach, 

overall practicality, and applicability of the proposed 

algorithm. Furthermore, how the proposed algorithm differs 

from the current related works. Finally, in Section VII, we 

conclude this work and present directions for the future work. 

II. PROBLEM STATEMENT AND PLATOON MODEL 

The controlled platoon comprises of four vehicles in total. The 

platoon Leader Vehicle (LV) and three Follower (F) vehicles. 

We design a PID controller to aid the control of the distance 

between vehicles. It takes as input the current inter vehicle 

distance between vehicles and returns as output a velocity 

reference for the corresponding Fi vehicle in 

order to achieve the desired inter-vehicle distance, (D) to the 

preceding vehicle. We thus state the problem as: 
 

𝑆𝑒𝑡(𝑑𝑖) = 𝐷 ± |𝐸𝑖| (1) 

 

Ei = D - di (2) 

 

 and |Ei| ≤ Ethresh.  

 

Ultimately, the major purpose of our PID controller is to 

reduce the error, Ei, and drive it as close to 0m as possible. So, 

the best-case scenario at any point in the simulation is to have 

Ei = 0m, especially during the steady state. ∀Fi, i ∈ {1, 2, 3} 

where di is the ith inter-vehicle distance, D is the desired inter-

vehicle distance, and Ei is the error between the ith inter-

vehicle distance and the desired distance, D. Ethresh is the 

maximum and minimum threshold value beyond which the 

error should not exceed in order to guarantee safety. This 

constraint ensures that F vehicles are not allowed to fall more 

than Ethresh behind the preceding vehicle, i.e., Ei ≤ Ethresh. It 

also ensures that F vehicles do not get more than Ethresh closer 

to the preceding vehicle, i.e., Ei ≥ -Ethresh. Every F vehicle runs 

its own instance of the PID control algorithm. The platoon 

model presented in this work is based on the Predecessor-

Follower communication model [19]. In the simulations, the 

desired inter-vehicle distance, D, is set to 12m and Ethresh is 

considered as 5m. 

 

 

Fig.1. Controller Model 

Fig.2. demonstrates the platoon setup. LV, is the Leading 

vehicle, also referred to as the root node of the platoon and is 

generally indexed as the first member of the platoon. The F 

labels depict the follower vehicles. The distance from one 

vehicle’s center of mass to the preceding vehicle’s center of 

mass is referred to as the inter-vehicle gap/distance in this 

study. 

In this study, the control algorithm aims at ascertaining a 

constant inter-vehicle gap with all vehicles’ velocity 

sufficiently approximately equal to that of the LV in the 

platoon using only the distance measure from the data 

provided by the onboard GPS sensors of the vehicles. Errors in 

the inter-vehicle gap should be bounded, and there should be 

always no collisions among platoon members in the worst-

case scenario during the simulation. Following the definition 

of the platoon stability provided by [15], we can formulate the 

steady-state error transfer function as 

  

𝐻(𝑠) =
𝐸𝑖

𝐸𝑖−1
. (3) 

Followingly, platoon stability is guaranteed, locally, if 

||H(s)||∞ ≤ 1, and h(t) > 0 where h(t) gives the impulse 

response corresponding to H(s) as per the ζ2 norm [10]. ζ∞ 

extends this notion throughout the whole platoon to ensure 

that overshoots do not occur as the signals propagate up the 

string, hence global stability. 
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Fig.2. Illustration of inter-vehicle distance, di, LV, and F 

At the start of the simulation, GPS data measurements are 

retrieved asynchronously if available from every vehicle’s 

onboard GPS sensor. From this data, the relative inter-vehicle 

gap is calculated and forwarded to the PID algorithm which in 

turn returns the reference velocity with which the 

corresponding F vehicle’s velocity is updated to achieve the 

desired inter-vehicle gap between F and the preceding vehicle. 

The desired inter-vehicle distance, D is set as the PID 

algorithm’s setpoint whereas the inter-vehicle gap estimates, 

calculated from the data measurements provided by the GPS 

sensor, is provided as the feedback for the PID control 

algorithm. We repeat these steps throughout the simulation 

lifetime. 

Fig.1. shows the general algorithm flow. Each 

Fi vehicle runs this algorithm with vf being its effective 

reference velocity. 

III. CONSIDERED SCENARIOS DURING SIMULATIONS 

In reality, systems are exposed to various conditions and 

sensors do not perform as smoothly as intended. Due to 

natural and mechanical phenomena, sensor readings are 

generally, corrupted and affected by external noise. 

Furthermore, there is exhibited by the vehicle onboard sensors 

(sensor lag), lag within the vehicle control system and the 

delay in V2V communication. These are all inevitabilities that 

should be put into consideration if we wish to make the 

simulations as realistic, and accurate as possible. In case, the 

LV is either being manned by a human or is following a 

human-manned vehicle in traffic, the human-factor may, to 

some degree, not be negligible, i.e., the driver may suddenly 

brake or accelerate for any uncertain period of time. We shall, 

hereafter, refer to this phenomenon as the human factor(HF) - 

which may or may not be present in a particular scenario. 

In this section we present the performance of the proposed 

controller with the above-mentioned criteria under 

consideration. The simulated scenarios are divided into four 

categories: In the first scenario, the platoon is only affected by 

sensor lag. HF and other forms of delays discussed are not 

present. In the second scenario, the platoon is subjected to 

both the sensor lag and random occurrences of the HF, only. 

In the third scenario, the platoon is subjected to the sensor lag, 

random V2V communication, and vehicle control delays with 

no HF occurrences. In the final scenario, the platoon is 

subjected to the random HF, sensor lag, and random V2V 

communication, and control delays. For all simulation 

scenarios presented in this section, the LV action at any given 

moment can be one of acceleration, deceleration or moving at 

constant speed. The action is randomly generated with the 

following limitations and constraints: 

 

1) Reverse vehicle motion is not permitted within the 

platoon. In case the LV velocity, during the deceleration phase 

period, were to drop below 0m/s, the LV is programmed to 

stop, i.e., LV velocity is set to 0m/s. 

2) No action; acceleration, deceleration or constant speed 

should be executed more than once consecutively. This way, 

we ensure that the platoon performance under various 

uncertain scenarios is observed. 

3) The duration of each phase/action is randomly generated 

and may last between 20 - 50 seconds with the exception of 

the final phase - the phase during which the LV decelerates to 

rest. 

 

The first and final phases are a bit different. Since the platoon 

starts motion from rest, the first phase/action has to always be 

acceleration; the LV accelerates for a random period of time. 

The final phase is always the deceleration of the LV to rest, 

therefore its duration is not determined randomly. The vehicle 

simply uniformly decelerates to 0m/s. 

Table 1 provides a categorical summary of the scenarios 

considered in this simulation. Follower vehicle controllers are 

data from sensors. The sensors are subjected to reductions in 

update frequency which leads to delays in the processed data. 

This helps to portray unfavorable real-world conditions [21]. 

V2V communication frequency was set in such a way that 

vehicles publish their information at an average of 33Hz, 

which is the proposed maximum frequency by [20]. We vary 

this frequency with a minimum being 20Hz and the maximum 

being 50Hz to account for variations in platoon member 

mechanical differences as well as miscellaneous occurrences 

such as natural phenomena such as variations in wind speeds. 

The time between messages varies with an average of 0.03s 

with a minimum of 0.02s and a maximum of 0.05s. 

 
TABLE I 

SUMMARY OF THE SCENARIOS OF THE SCENARIOS CONSIDERED 
DURING SIMULATIONS 

Scenarios 1 and 2  Scenarios 3 and 4 

sensor lag w/o HF  

sensor lag w/HF  

sensor lag, V2V communication delays, 

w/o HF 

sensor lag, V2V communication delays, 

w/HF 

 

IV. SIMULATION ENVIRONMENT 

3D vehicles were designed and modeled using Gazebo 

robotics simulator version 9 integrated with ROS 1 (Melodic). 

Visuals of the 3D vehicle objects were designed using the 

gazebo platform, whereas vehicle motion was handled and 

controlled via topics and messages by the nodes implemented 

using the ROS framework [14]. The vehicle model is based on 

the Hyundai Genesis-2014 [20] which reproduces the major 

dynamic characteristics such as friction, acceleration, 

deceleration/braking, wheel radius, and weight making it 

possible to critically analyze the movement of vehicles in the 

platoon.  
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Fig.3. Gazebo simulation environment 

 

Table 2 presents some of the major vehicle model parameters 

and their values. 
TABLE II 

VEHICLE INFORMATION 

Vehicle Attribute  Value 

Vehicle Mass  

Vehicle Length  

Vehicle Width  

Vehicle Height  

Wheel Radius  

Wheelbase  

Wheel Width  

Drag coefficient  

1823.0kg 

5m 

1.89m 

1.480m 

0.34m 

2.95m 

0.225m 

0.27 cd 

 

Fig.3. shows the environment in which the simulations 

were performed and monitored. The vehicles move forward 

along the road during simulation to preserve the presented 

platoon formation and the desired inter-vehicle distance. We 

performed simulations under the assumptions and constraints 

that: 

 

1) The roads are straight and have got no slope so that 

longitudinal control of the platoon remains the focus of the 

platoon 

2) Communication is wireless, that is, over a Wi-Fi (IEEE 

802.11) and each vehicle is only allowed to communicate to 

the preceding vehicle. 

3)  Overtake and reversing manoeuvres are not allowed in the 

platoon. 

V. RESULTS 

In this section we present the results obtained from the 

performed simulations. For each simulation scenario, two 

study cases are presented. We manually tuned the PID 

controller. The parameter gains of the controller that yielded 

the presented results are listed in Table 3. We conclude from 

the observed results that the proposed approach indeed does 

guarantee the following effect while keeping the inter-vehicle 

distance within the desired range. The algorithm also ensures 

platoon formation preservation and no collisions amongst 

platoon members since the error, Ei ≥ -Ethresh at all times 

throughout the simulation. However, much as the vehicles in 

the platoon obtain vehicle stability [23], overall platoon 

stability is not guaranteed. The proposed controller also shows 

best performance at steady state when the LV travels with 

uniform velocity – as can be most explicitly observed in the 

first scenario of the simulations. All error values presented 

include the transient errors.   

 
TABLE III 

PID CONTROLLER PARAMETERS 
Parameter  Value 

P  

I  

D  

0.05 

0.00001 

0.03 

 

Long et al. [24] proposed a distributed model predictive 

model for the longitudinal control of truck platoons. Their 

model considers the state of the LV. In their study, platoon 

members transition from cruise control (CC), adaptive cruise 

control (ACC), and cooperative cruise control(CACC). ACC 

and CACC constitute the most advanced platoon controllers 

that exist today. They use MATLAB to evaluate the 

performance of their model. We present a summarized 

comparison of the performance of our approach and the ACC 

phase of their study. Throughout the simulations, Long et al. 

had the LV accelerate to ≈16m/s, then move with constant 

velocity after that. They experienced a maximum transient 

response error of ≈37m before the system finally settled and 

had the range error converge to 0m. Our proposed controller 

had a maximum transient error of 4.9m, after which it 

converged to or close to 0m at steady state especially 

whenever the LV was moving with constant speed.  

 

A. Scenario 1 

In this scenario, platoon members were only subjected to 

sensor lag.  This lag is assumed to occur in the GPS sensors in 

this study. This scenario registered the best performance. In 

this scenario, global platoon stability can seldomly be 

observed at steady state especially when the LV travels with 

constant speed. 

In the first case study of scenario 1 (Fig.4.), there is the LV 

velocity throughout the simulation illustrated in the first 

subfigure. Platoon real-time IVD (di) is presented in the 

second subfigure. The third subfigure presents the error (Ei) in 

the IVD in comparison to the desired IVD (D). The fourth 

subfigure presents platoon members’ real-time velocity 

profiles during the simulation. In the first and second 

subfigures, blue denotes the IVD (d1) and error (E1) in IVD 

between the LV and F1, respectively. Similarly, red and green, 

denote the IVD (d2, d3) and their corresponding errors (E2, E3), 

respectively. In the fourth subfigure, v1, depicted by blue, 

shows the LV velocity while v2(red), v3(green) and v4(cyan) 

represent the velocities of the F vehicles (1, 2, and 3), 

respectively.  

During this case study, a minimum error of -2.8m and a 

maximum error of  3.0m in IVD were obtained with maximum 

standard deviation and variance of 1.94m and 3.7m2, 

respectively. During this scenario, local platoon stability is not 

guaranteed since, for instance, E3/E2 > 1. 

Similarly, in the second case study of the first scenario (Fig. 

5.), there is the LV velocity throughout the simulation. Platoon 

real-time IVD (di) is presented in the second subfigure. The  
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Fig.4.  Scenario 1, first case study 

third subfigure presents the error (Ei) in the IVD in 

comparison to the desired IVD (D). The fourth subfigure 

presents platoon members’ real-time velocity profiles during 

the simulation. In the first and second subfigures, blue denotes 

the IVD (d1) and error (E1) in IVD between the LV and F1, 

respectively. Similarly, red and green, denote the IVD (d2, d3) 

and their corresponding errors (E2, E3), respectively. In the 

fourth subfigure, v1, depicted by blue, shows the LV velocity 

while v2 (red), v3 (green) and v4 (cyan) represent the 

velocities of the F vehicles (1-3), respectively. In this 

particular case study, a minimum error of -3.5m and a 

maximum error of 4.2m in IVD were obtained with maximum 

standard deviation and variance of 1.9m and 4.9m2, 

respectively. During this scenario, local platoon stability is not 

guaranteed since, for instance, E2/E1 > 1.  

 

B. Scenario 2 

In this scenario, the platoon members were subjected to sensor 

lag and the LV was subjected to random HF. 

In the first subfigure of the Scenario 2’s first case study(Fig. 

6.), we have the LV velocity profile during the simulation. 

Platoon real-time IVD(di) in the second subfigure followed by 

the error(Ei) in the IVD in comparison to the desired IVD (D) ,  

 

Fig.5. Scenario 1, second case study 

in the third subfigure. Finally, the fourth subfigure shows the 

entire platoon’s real-time velocity profiles during the 

simulation. Just like in, Fig.4. and Fig.5., in the first and 

second subfigures, blue denotes the IVD(d1) and error (E1) in 

IVD between the LV and F1, respectively. Similarly, red, and 

green, depict the IVD (d2, d3) and their corresponding errors 

(E2, E3), respectively. In the fourth subfigure, v1, depicted by 

blue, shows the LV velocity while v2(red), v3(green) and 

v4(cyan) represent the velocities of the F vehicles (1-3), 

respectively. In this case study, a minimum error of -3.8m and 

a maximum error of  3.1m in IVD were obtained with 

maximum standard deviation and variance of 1.9m and 3.7m2, 

respectively. During this scenario, local platoon stability is not 

guaranteed since, for instance, E3/E2 > 1.  

In the first subfigure of Scenario 2’s second study(Fig.7.),  

the LV velocity throughout the simulation is presented 

followed by platoon real-time IVD(di) in the second subfigure. 

The third subfigure illustrates the error(Ei) in the IVD in 

comparison to the desired IVD (D). The fourth subfigure, on 

the other hand, real-time velocity profiles of the platoon 

during the simulation. In the first and second subfigures, blue 

denotes the IVD(d1) and error (E1) in IVD between the LV and 

F1, respectively. Similarly, red and green, denote the IVD (d2, 

d3) and their corresponding errors (E2, E3), respectively. In the  
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Fig.6. Scenario 2, first case study 

fourth subfigure, v1, depicted by blue, shows the LV velocity 

while v2(red), v3(green) and v4(cyan) represent the velocities 

of the F vehicles (1-3), respectively. A minimum error of -

2.9m and a maximum error of 3.4m in IVD were obtained with 

maximum standard deviation and variance of 1.4m and 2.0m2, 

respectively in this study case. During this scenario, local 

platoon stability is not guaranteed since, for instance, E3/E2 > 

1. 

 

C. Scenario 3 

In this scenario, platoon members were subjected to random 

V2V communication delays, control delays within the vehicle, 

and sensor lags without the HF effect.  

In the first case study of Scenario 3 (Fig.8.), there is the LV 

velocity throughout the simulation. Platoon real-time IVD(di) 

is presented in the second subfigure. The third subfigure 

presents the error(Ei) in the IVD in comparison to the desired 

IVD (D). The fourth subfigure presents platoon members’ 

real-time velocity profiles during the simulation. In the first 

and second subfigures, blue denotes the IVD(d1) and error (E1) 

in IVD between the LV and F1, respectively. Similarly, red and 

green, denote the IVD (d2, d3) and their corresponding errors 

(E2, E3), respectively. In the fourth subfigure, v1, depicted by  

 

Fig.7. Scenario 2, second case study 

blue, shows the LV velocity while v2(red), v3(green) and 

v4(cyan) represent the velocities of the F vehicles (1-3), 

respectively. 

During this case study, a minimum error of -4.4m and a 

maximum error of  4.9m in IVD were obtained with  

maximum standard deviation and variance of 1.8m and 3.4m2, 

respectively. During this scenario, local platoon stability is not 

guaranteed since, for instance, E2/E1 > 1 almost everywhere. 

In the second case study of this scenario (Fig.9.), we have the 

LV velocity throughout the simulation. Platoon real-time 

IVD(di) is presented in the second subfigure. The third 

subfigure presents the error (Ei) in the IVD in comparison to 

the desired IVD (D). The fourth subfigure presents platoon 

members’ real-time velocity profiles during the simulation. In 

the first and second subfigures, blue denotes the IVD(d1) and 

error (E1) in IVD between the LV and F1, respectively. 

Similarly, red and green, denote the IVD (d2, d3) and their 
corresponding errors (E2, E3), respectively. In the fourth 

subfigure, v1, depicted by blue, shows the LV velocity while 

v2(red), v3(green) and v4(cyan) represent the velocities of the 

F vehicles (1-3), respectively. During the second case study of 

scenario 3, presented in Fig.9., a minimum error of -4.1m and 

a maximum error of  4.2m in IVD were obtained with 

maximum standard deviation and variance of 1.9m and 3.7m2,  
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Fig.8. Scenario 3, first case study 

respectively. During this scenario, local platoon stability is not 

guaranteed since, for instance, E3/E2 > 1. 

D. Scenario 4 

In this scenario, the platoon members were subjected to 

random V2V communication and vehicle control delays, 

sensor lag and random HF effect.  In this scenario, platoon 

stability is not guaranteed, as well, either globally or locally 

since H(s) > 1 for all follower vehicles almost everywhere.  

In the first subfigure of Fig.10. we present the LV velocity in 

the simulation. Platoon real-time IVD(di) is presented in the 

second subfigure. The third subfigure presents the error(Ei) in 

the IVD in comparison to the desired IVD (D). The fourth 

subfigure presents platoon members’ real-time velocity 

profiles during the simulation. In the first and second 

subfigures, blue denotes the IVD(d1) and error (E1) in IVD 

between the LV and F1, respectively. Similarly, red, and green, 

denote the IVD (d2, d3) and their corresponding errors (E2, E3), 

respectively. In the fourth subfigure, v1, depicted by blue, 

shows the LV velocity while v2(red), v3(green) and v4(cyan) 

represent the velocities of the F vehicles (1-3), respectively.  

During the case study presented in Fig.10. a minimum error 

of -3.9m and a maximum error of  3.9m in IVD were obtained  

 

Fig.9. Scenario 3, second case study 

with maximum standard deviation and variance of 1.6m and 

2.6m2, respectively. During this scenario, local platoon  

stability is not guaranteed since, for instance, E3/E2 > 1.  

Likewise, the first subfigure of Fig.11. demonstrates the LV 

velocity throughout the simulation. Platoon real-time IVD(di) 

is presented in the second subfigure. The third subfigure 

presents the error(Ei) in the IVD in comparison to the desired 

IVD (D). The fourth subfigure presents platoon members’ 

real-time velocity profiles during the simulation. In the first 

and second subfigures, blue denotes the IVD(d1) and error (E1) 

in IVD between the LV and F1, respectively. Similarly, red and 

green, denote the IVD (d2, d3) and their corresponding errors 

(E2, E3), respectively. In the fourth subfigure, v1, depicted by 

blue, shows the LV velocity while v2(red), v3(green) and 

v4(cyan) represent the velocities of the F vehicles (1-3), 

respectively. In the second case study of the fourth scenario 

(Fig.11.), a minimum error of -4.5m and a maximum error of  

4.1m in IVD were obtained with maximum standard deviation 

and variance of 2.0m and 3.9m2, respectively. During this 

scenario, local platoon stability is not guaranteed since, for 

instance, E3/E2 > 1. 
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Fig.10. Scenario 4, first case study 

VI. DISCUSSION 

In this study, we provide a computationally less demanding 

longitudinal inter-vehicle distance control algorithm for a 

platoon of autonomous vehicles that only requires that 

vehicles be equipped with GPS sensors and have a connection 

to Wi-Fi. The algorithm computation cost is less than most 

control algorithms described in the literature. For example, 

physics-inspired control algorithms such as [22], most of the 

other PID-based algorithms with different approaches like 

taking as input to the PID the preceding vehicle’s velocity and 

acceleration e.g., [5] and [23]. Furthermore, this study differs 

from those that only perform numeric simulations such as [5] 

by not only using generated GPS data, but also by applying 

the algorithm to the 3D models of the platoon to mimic the 

real world as closely as possible.  

However, our approach does have limitations. The first 

limitation of this algorithm stems from the fact that it is 

mainly based on GPS sensors. GPS, in reality, is affected by 

high-frequency faults culminating from multipath errors that 

occur when signals bounce off surfaces before they can reach 

the sensor receivers. The position fix, therefore, gets affected 

as the signals are delayed. Another rarer cause of GPS faults 

happens when one of the satellites used by the sensor receiver  

 

Fig.11. Scenario 4, second case study 

gets blocked and, as a result, has to be compensated by signals 

received from a different satellite. The position fix estimated 

by the GPS sensor is affected by the geometry of the satellites 

from which the sensor gets signals. So, such changes in 

configurations of the satellite observed by the sensor receiver 

affect the position fix finally reported by the GPS receiver. 

High-frequency faults and multipath make the accuracy of 

GPS sensor, and ultimately, the efficiency of our algorithm 

heavily environment-dependent, making it more accurate and 

preferable in open space areas than in underground passages, 

enclosed environments, or places with tall buildings such as 

skyscrapers. The algorithm can be incorporated into indoor 

environment or closed environments by replacing the GPS 

technology with higher precision localization tools and, or 

sensors such as beacon technology illustrated by [27] and [28]. 

Autonomous vehicle platooning applications in urban areas 

involve high precision dependent maneuvers that require about 

0.02m accuracy to guarantee safety, among other requirements 

- such as lane-keeping/changing on busy streets, overtaking 

operations, to mention but a few. In such applications, a 0.5m 

error is pretty significant. Thus, expanding the applicability of 

the proposed algorithm to all types of roads and environments 

requires fusing data from other sensors such as LIDAR, the 

Inertial Measurement Unit (IMU), and camera. Using sensor 

fusion to enhance the applicability of the proposed algorithm 
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and make it more ideal for even more complex environments 

is one of our future studies. 

VII. CONCLUSION 

In this study, a computationally-cost efficient algorithm for the 

control of the inter-vehicle distance of autonomous vehicle 

platoons is presented. The proposed approach takes as input to 

the PID controller, the updated inter-vehicle distance between 

a follower vehicle and the preceding vehicle. This distance is 

calculated from the data measured and provided by the 

vehicles’ onboard GPS sensors. The controller returns the 

reference velocity with which the follower vehicle should 

move to achieve the desired inter-vehicle distance. 3D 

simulations using gazebo and ROS are additionally used to 

verify and monitor the performance of the system. The 

proposed approach guarantees the following effect of the 

platoon ensuring maintenance of platoon formation and no 

collisions among platoon members. Furthermore, after the 

transient response to the Leader vehicle’s acceleration, the 

standard deviation of the inter-vehicle distance error was kept 

under 14.7% of the desired inter vehicle distance throughout 

the entire simulation period for all the scenarios. The system 

seldomly achieved a 0m error at the steady state when the 

leader moves with constant speed. However, the proposed 

method is mainly suitable for open environments since GPS 

accuracy is susceptible to High-Frequency errors resulting 

from multipath and collision of GPS signals with surfaces 

before they reach the receiver. Applicability of the approach 

can be extended to closed and underground environments if 

GPS is replaced with high precision localization equipment 

such as position beacons installed in the target environments. 

We are currently working on expanding the operability and 

applicability of the proposed approach on more road types, 

environments (urban, rural, to mention but a few). 

Incorporating more sensors and sensor fusion techniques to 

improve the accuracy of not only the inter-vehicle distance but 

also the velocity of the platoon members is another direction 

for our future work. 
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