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ABSTRACT

Financial distress has become one of the main topics on which lots of research has been done in the recent finance literature. 
This paper aims to predict the financial distress of Turkish small and medium firms using Logistic Regression, Decision Tree, 
Random Forest, Support Vector Machines, K-Nearest Neighbor and Naive Bayes model. Empirical results indicate that decision 
tree model is the best classifier with overall accuracy of %90 and %97 respectively for 1 and 2 years prior to financial distress. 
Three years prior to financial distress, Naive Bayes outperform other models with an overall accuracy of 92.86%. Furthermore, 
this study finds that distressed firms have more bank loans and lower equity. In the Turkish economy, where cyclical fluctuations 
are high in the last decade, distressed firms grew rapidly with high bank loans and gained higher operating profits than non-
distressed firms. After a while, distressed firms that cannot manage their financial expenses get into financial trouble and go 
bankrupt. This article can be useful for managers, investors and creditors as well as its contribution to academic research.
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INTRODUCTION

Financial distress prediction describes any situation 
where a company has certain kind of financial difficulties, 
especially loan payments due to creditors, making it 
unable to meet its financial obligations. If necessary 
measures are not taken on time, prolonged financial 
distress may eventually lead to bankruptcy. After the 
2008 global financial crisis, this issue has never lost 
its importance due to 15 July 2016 coup attempt and 
the 2018-2021 currency and debt crisis in Turkey. 
Notwithstanding being financially supported by the 
government recently, company bankruptcies continued 
to increase. According to the report of the International 
Finance Institute (2021), Turkey ranks first in the world 
in the number of bankruptcies in 2020 and second in 
the increase in debt ratio among developing countries. 
Highly volatile flow of foreign exchange, increase in 
interest rates and soaring inflation caused a recession 
in Turkish economy, as a result of this, there has been 
a great increase in the number of companies going 
bankrupt recently. Additionally, according to the news 
that Bloomberg (2018) based on a consultancy company 
report, the fact that 80 percent of newly established 

companies in Turkey go bankrupt within the first five 
years shows us how important this issue can be for Turkey. 

The main purpose of this study is to determine both 
which machine learning model has higher prediction 
accuracy and which financial ratios are more successful in 
distinguishing distressed and non-distressed firms. In the 
Turkish economy, where cyclical fluctuations are high, we 
wonder which financial ratios maximized the prediction 
accuracy that occurred 1, 2 and 3 years before the failure. 
Additionally, using selected ratios, this paper aims to 
make a comparison of forecast accuracy for six models, 
namely Logistic regression (LR), Decision Tree (DT), 
k-Nearest-Neighbours (kNN), Support Vector Machine 
(SVM), Naive Bayes (NB) and Random Forest (RF). 

According to the report of the Banking Regulation and 
Supervision Agency (BDDK, 2019) the SME sector, which 
has a very important place in the Turkish economy, is the 
sector most affected by the negativities or crises that 
may occur in market conditions. The share of SME loans 
in all loans in Turkey is 24%, and these loans are more 
profitable loans for financiers due to the high spread. 
But we see that in the literature review conducted, it was 
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seen that 88.5% of the studies on financial distress were 
conducted on commercial companies originating from 
Borsa Istanbul (BIST). 102 studies published on financial 
distress were analyzed and it was determined that only 2 
of these studies examined SMEs. This study also aims to 
contribute to the literature on financial distress in SMEs 
in Turkey.

The second contribution of this article to the literature is 
related to the number of SMEs examined. In the literature 
review in the Turkish context, an average of 106 company 
data per survey was analyzed. In this study, the financial 
statements of 392 companies were examined and studied 
with much more data than other studies. According to 
Öğündür (2020), it is critical to work with enough data 
to avoid overfitting and underfitting in machine learning. 
The third and most important contribution of the article 
is related to the distress criteria of distressed firms. In the 
literature review conducted in the context of Turkey, it is 
seen that the distress criteria in most studies consist of 
make loss two years in a row, make loss three years in a 
row, 2/3 decrease in equity, Altman Z score ratio, previous 
year’s loss exceeding 10% of the asset. These criteria are 
not definitive criteria for bankruptcy and companies 
with these characteristics can survive. In this study, the 
companies that were given bankruptcy or concordat 
decisions by the courts were deemed financially 
distressed, so the probability of making a mistake in this 
matter was reduced to zero. This issue is very important 
because error in the selection of distress criteria will make 
the research results controversial. 

When examining the financial statements of companies 
in Turkey, two types of balance sheet structures are 
encountered. Inasmuch as analyzes should be made 
with similar types of financial statements, the research 
was continued with the financial statements of the 

companies that keep records on a calendar year basis. 
According to the official announcement website of the 
government, ilan.gov.tr, in 2018, 814 SMEs consisting of 
the same type of financial statements declared concordat 
or bankruptcy. Data on 219 SMEs, which constitute 27% 
of these unsuccessful SMEs, were reached.

This paper consists of 6 sections. Section 2 contains a 
brief review of the literature. In section 3, we present a 
study that demonstrates the working techniques of the 
machine learning models used in this study. Chapter 4 
illustrates the samples and feature selection process. 
Section 5 presents the empirical results. In this section, 
a specific research methodology was applied while 
analyzing the data. Section 7 shows the results.

LITERATURE REVIEW

After Patrick (1931) who was one of the first to work in 
this field, discovered that there is a difference between 
distressed and non-distressed firms, many researchers 
(Beaver, 1966; Altman, 1968; Blum, 1972; Deakin, 1972; 
Libby, 1975; Springate, 1978; Fulmer, 1984) established 
new models or developed existing models to predict 
financial distress by means of financial ratios (Tuncay, 
1998). Especially in the 2000s, financial markets 
developed, and with the increase in the software and 
hardware features of computers, the big data era was 
entered. Instead of theoretical and statistical models, 
machine learning models have started to be used 
more. Aziz & Dar (2006) analyzed 46 articles included 
89 empirical studies. He ascertained that financial ratios 
were used as explanatory variables in more than 60% 
of the studies, and that machine learning models had 
a higher accuracy rate than statistical and theoretical 
models.

Table 1. Methodology of data analysis

Data pre-processing

Process

      Obtaining 2015-2016-2017 distressed and non-distressed SMEs data

      Missing data detection - Replacing missing values with median

      Outlier detection - Replacing outliers with Tukey method

      Data normalization

      Splitting the data for training and testing (%70 train - %30 test)

      Feature selection with Random Forest - Recursive feature elimination (RF-RFE)

      Correlation and multicollinearity (VIF) analysis of independent variables

Analysis methods

Methods       LR                 DT                 kNN                   RF                  NB                  SVM  
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Both traditional statistical methods and machine learning 
methods were used in 13 studies (İçerli, 2005; Aksoy, 2018; 
Ural, 2020; Çelik, 2009; Torun, 2007; Ergin, 1999; Paket, 2014; 
Şengören, 2019; Civan & Dayı, 2014; Hesarı, 2018; Aktaş, 
Doğanay & Yıldız, 2003; Yazıcı, 2018; Yakut & Elmas, 2013) 
examined in the context of Turkey. While the predictive 
accuracy of these models is compared, it is noticed that 
machine learning models give 92% more successful result. It 
has been observed that the machine learning models used 
in our research are either not used at all or used very little 
in studies in Turkey. One of the 2 studies with the DT model 
was conducted by Hesarı (2018), and it was concluded 
that the DT model has higher prediction power than the 
artificial neural networks and discriminant model. Yakut & 
Elmas (2013), who conducted the other study, found that 
DT was more successful than discriminant analysis. Apart 
from Selcik (2019) in the RF model and Aksoy & Boztosun 
(2019) in the kNN model, no other financial distress studies 
used these models were found. One of the 2 studies with 
the SVM model was done by Ceran & Bülbül (2019) that 
mentioned the lack of studies with the SVM model in Turkey. 
Şengören (2019), who conducted the other study, used the 
LR and SVM models and found that the SVM model had 
higher prediction power than the LR model. No bankruptcy 
prediction studies have been conducted in Turkey with the 
NB method before, and this article is the first study in this 
field.

FINANCIAL DISTRESS PREDICTION MODELS

Beaver (1966), who made the first statistical study on 
the prediction of financial distress, examined the effect 
of accounting data on the prediction of bankruptcy. 
Beaver, with his univariate analysis, reached the end of 
that financial ratios have different trends in predicting 
bankruptcy. Afterwards, one of the most important 
studies in the bankruptcy literature was fulfilled by 
Altman (1968). Altman formed two groups with 33 
successful and 33 unsuccesful firms and examined these 
firms using the multiple discriminant analysis method 
and then developed the Z score model consisting of 5 
important financial ratios. The accuracies of this model 
were found that equal to 95%, and 72% for one and two 
years prior to bankruptcy, respectively (Mselmi, Lahiani & 
Hamza, 2017).

Deakin (1972), on the other hand, tried to bring 
together the good sides of both models by using 
the model developed by Beaver and Altman. Deakin 
matched 32 distressed firms that went bankrupt between 
1964 and 1970 with 32 non-distressed firms, taking into 
account asset size and financial data periods. The findings 
obtained as a result of the study showed great similarities 

with the results obtained by Beaver in 1967. In both 
studies, it has been determined that the ratio of cash flow 
to total debt is the most effective method in estimating 
financial failure. In recent years, with the quickly progress 
of computer technology,  machine learning algorithms 
and  data mining have begun to be used successfully in 
estimating banktruptcy (Tuncay,1998).

In this paper, six different classification methods are 
used to predict bankruptcy of Turkish small and medium 
sized firms, namely LR, DT, RF, SVM, kNN, NB. In the 
context of Turkey, it has been observed that there are 
not enough financial distress prediction research with 
machine learning models except for LR and artificial 
neural networks (ANN). We only included the LR model in 
the study because we want to compare this model with 
other models.

Logistic Regression

The logistic regression model emerges as a model 
suitable for situations where the dependent variable is 
categorical or classified. It is a method used to determine 
the cause-effect relationship with explanatory variables 
in cases where the dependent variable is observed 
in binary, triple and multiple categories (Özdamar, 
2002). In logistic regression analysis, predictions are 
made using equations. By drawing the linear line that 
best fits the relationship between the dependent and 
independent variables, it is tried to find the equation that 
will minimize the difference between the actual value of 
the dependent variable and the predicted value of the 
independent variable (Shannon & Davenport, 2001). In 
the logistic regression model, π represents probability, 
β1 represents the regression coefficient and Xi represents 
the independent variables. The β0 and β1s represents in 
the model are estimated using the maximum probability 
method. The logistic regression model is written as 
follows (Kalaycı, 2009);

Since the main purpose here is to put the model in 
training or testing, a Z value is obtained after X1, X2 and 
all the following variables are multiplied by their weights.

The resulting Z value is inserted into the Sigmoid 
function and equalized to a value between 0 and 1. Since 
the sigmoid function is a derivative function, the values   
and weights of X will be constantly updated as data is 
entered, and the Z value will take a new value each time 
(udemy.com).
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Decision Tree

The decision tree model is a classification model in 
the tree structure consisting of decision nodes and leaf 
nodes. In this method, the data set is developed by 
dividing it into small pieces. In decision trees, which can 
consist of both categorical and numerical data, decision 
nodes can contain more than one branch. The first node 
is called the root node (Uzun, 2020).

The decision tree model can be defined as “the 
iterative model obtained by dividing n sets of statistical 
units into subgroups”. The purpose of dividing the unit 
set into subsets is to increase the purity of the group 
by creating more subsets than the other group. The 
algorithm terminates when homogeneity is achieved in 
the subgroup and no more pure groups can be obtained 
(Soo & Upneja, 2014).

Random Forest

The random forest model, which is one of the types 
of supervised algorithms, is an algorithm that creates 
a random forest, as the name suggests, and is used in 
both classification and regression problems. Although 
there is no direct relationship between the number of 
trees and the result, the result is achieved as the number 
of trees increases. The difference with the decision tree 
algorithm is that the root nodes in the random forest 
algorithm are chosen randomly. The random forests 
algorithm is easy to understand and interpret. Its main 
advantages are that tree structures are visualizable and 
do not require extensive data preparation for analysis. 
However, if it produces overly complex trees that do not 
explain the data well, the probability of yielding positive 
results decreases. At the same time, in case of overfitting 
the system, the algorithm may lose its flexibility and give 
a result close to memorization and go into unnecessary 
details. Algorithm is more successful at classification than 
regression (Çebi, 2020).

k-Nearest Neighbor

The k-Nearest Neighbor algorithm is a type of algorithm 
that classifies the data to be classified according to the 
proximity relationship to the previous data. It is a simpler 
learning model compared to the complex structure in 
other algorithms. In this model, which does not have 
a training phase, training and testing mean almost the 
same thing. In this model, the closest points to the new 
point are sought. The closest points are represented by 
k. The k value represents the distance of the new data to 
the old data points to be measured. If we choose the k 
value as 3, the distance of 3 data points close to the new 

point is measured. The classification decision is made by 
looking at which class the 3 closest points belong to. The 
algorithm calculates these distances according to the 
Euclidean distance rule.

The kNN algorithm has some limitations. The choice 
of parameter k is critical to the success of the algorithm. 
Choosing the k parameter too small makes the algorithm 
sensitive to noisy data. The second important point 
is the selection of the appropriate distance criterion. 
Data need to be standardized without applying the 
distance criterion. It is known that the Euclidean distance 
criterion, which is suitable if the independent variables 
are continuous, cannot classify well in multivariate high-
dimensional data. This algorithm, which needs high 
memory in high-dimensional data, is recommended to 
make classify with a small number of variables (Lantz, 
2019).

 Naive Bayes

Naive Bayes classifier is a model named after Thomas 
Bayes and based on Bayes Theorem. It determines the 
category of data with a set of calculation methods defined 
according to probability principles. Bayes’ Theorem is a 
graphical model that shows the relationships between 
variables using conditional probabilities. In the model, 
variables are represented as nodes, while possible 
relationships are represented as lines between nodes. 
An unconnected node means that it is independent of 
variables. Bayes’ theorem is expressed with the following 
equation (Haltaş & Alkan, 2013);

P(X|Y) represents the probability that event X will occur 
when event Y occurs. P(Y|X) represents the probability of 
event Y occurring when event X occurs, while P(X) and 
P(Y) are apriori probabilities of events X and Y. In the 
Naive Bayes algorithm, it is accepted that it performs 
well since each feature is considered independent from 
each other. With its simple and easy structure, very good 
works can be done with little data, and it can also give 
very positive results in high-dimensional data. It can be 
used with continuous and intermittent data as well as 
unbalanced data.
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is evaluated by comparing it with the test set, which 
consists of data that is not included in the training set.

In this study, 47 initial financial ratios were used and 
the selection of these ratios is based on previous studies 
(Mselmi, Lahiani & Hamza, 2017; Aksoy & Boztosun, 2018; 
Yürük & Ekşi, 2019; Kısakürek, Arslan & Bircan, 2018; Ertan 
& Ersan, 2018; Yazıcı, 2018). These ratios are selected 
from among the liquidity ratios, financial structure ratios, 
profitability ratios and turnover ratios.

Table 2 illustrates financial ratios before feature 
selection, also called initial ratios. From the primary 
financial ratios, the best subset that could represent the 
data set for each year before the failure was selected 
by the feature selection method. Feature selection is 
widely used in machine learning and statistics. Reducing 
the number of features has many benefits in data 
analysis. Reasons such as decreasing the size of the 
data, increasing the speed of the algorithm, eliminating 
the irrelevant and noisy data, making the data simpler 
and more visualizable, reducing the memory required 
for data storage are some of them. Random Forest - 
Recursive Feature Elimination (RF-RFE) method was used 
for feature selection in this research. RF-RFE method, 
one of the most popular feature selection approaches, is 
effective in reducing data size and increasing efficiency 
(Chen, Meng, Liu, Jin & Su, 2018). According to Voyle et al. 
(2016), RF-RFE has proven to be more effective compared 
to other methods and can use fewer features to achieve 
a higher classification accuracy. The RFE method can be 
also used with other classification algorithms (SVM, DT, 
etc.) other than RF. With RF-RFE, 8 financial ratios were 
selected for the first year prior to failure and 9 for the 
second and third years. The selected financial ratios are 
summed in table 3.

For one, two and three years  before  bankruptcy, the 
most important financial ratios selected by RF-RFE are 
Stock dependency ratio (R06), net tangible assets/long-
term liabilities (R24) and financial expense/net sales 
(R32). R06 shows how dependent a firm is on inventories 
to pay for its short-term liabilities. It is seen that the stock 
dependency ratio of distressed firms is higher than that 
of non-distressed firms. In other words, this ratio shows 
that distressed firms are more dependent on stocks for 
the payment of short-term liabilities. The second most 
important ratio, R24, shows that the ratio of net tangible 
fixed assets to long-term debts of distressed firms is low, 
and it is two times higher in non-distressed firms than 
in unsuccessful firms. The third most important ratio, 
R32, shows the ratio of finance expense to net sales. It 
is seen that distressed firms have financing expenses of 

Support Vector Machine

Support vector machines are one of the supervised 
learning algorithms generally used in classification 
problems. SVM developed by Vapnik (1995) has attracted 
the attention of many researchers recently because it 
has produced remarkable results. The superiority of this 
method is due to its ability to generalize better than 
other models (Min, Lee, & Han, 2006). Tay & Cao (2002) 
used SVM for estimating the wholesale price index.   
Fan & Palaniswami (2000) also used this method for 
bankruptcy prediction. And then Huang et al. (2004) 
used this method for credit rating.

In the financial distress prediction literature, SVM is 
considered to be a very powerful and effective method 
due to its high prediction accuracy. SVM has different 
processes compared to other models. Its most important 
feature is its success in variable selection. Because 
while trying to comprehend the geometric structure of 
the sample space in the data subject to the research, 
unnecessary, irrelevant and unrelated data will be 
encountered. In such a case, more time will be spent 
and the fit rate of the model will decrease somewhat 
(Piramuthu, 2004).

SAMPLE AND DATA SELECTION

Data of this paper consists of annual financial statements 
of Turkish small and medium sized companies operating 
in Turkey from 2015 up to 2019. The firms in the study 
were selected from different sectors such as education, 
energy, furniture, transportation, mining, automotive, 
textile, tourism. However, construction and contracting 
companies were not included in the sample. Because 
it is quite possible that the works in the balance sheets 
of these firms are not annual or spread over more than 
one year. We continued to this sudy with companies in 
sectors whose financial statements have the same time 
(annual basis) period. All statistical analyzes were made 
using the python programming language.

 Firms for which bankruptcy or concordat 
decisions were made by the commercial courts in the 
2018-2019 period were accepted as distressed. The data 
collected for distressed firms includes annual data one 
(2017), two (2016) and three years (2015) before the the 
judgment date. 

Our data consists of 173 non-distressed and 219 
distressed firms. Data was randomly subsampled as 70% 
training set and 30% test set. The training set is used to 
train the prediction model. The model calculates the 
“prediction” values   from the training result. The model 
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approximately 4 percent of their net sales in all three years. 
In non-distressed firms, it is seen that this rate is between 
5 per thousand and 7 per thousand. As expected, it is 
seen that distressed firms pay higher financial expenses 
as a result of using more foreign resources.

For one and two years before  bankruptcy, the most 
important financial ratios selected by RF-RFE are long-
term liabilities/constant capital (R18) and fixed asset 
turnover (R46). R18 shows that the ratio of long-term 
foreign resources to constant capital of successful firms is 
lower than that of distressed firms. It has been observed 
that non-distressed firms have stronger capital, while 
distressed firms use much more foreign resources than 
their own resources. For two and three years prior to 
failure, the most discriminant financial ratios selected 
by RF-RFE are Equities/Total foreign assets (R11) and 
(Financial expenses+İncome before tax)/Financial 
expenses (R35). R11 shows that distressed firms have 
5 times more foreign resources compared to their own 
resources, while this rate is about 2 times higher in non-
distressed firms. R35, on the other hand, shows that non-

distressed firms operate with higher pre-tax profits and 
lower financing costs than distressed firms.

One year before  bankruptcy, the most important 
financial ratios selected by RF-RFE are bank loans/total 
foreign assets (R15), operating profits/net sales (R30) and 
(financial expenses+profit after tax)/financial expenses 
(R34). R15 shows that the share of bank loans in foreign 
resources used by successful firms is lower than that of 
non-successful firms. When we analyze the R30 ratio, we 
encounter a different situation. 

Contrary to what is known the results show that the 
operating profit margin of distressed firms is higher 
than that of non-distressed firms. However, in this 
case, the covering power of net financial debts should 
be considered. It has been observed that distressed 
companies grow rapidly with high bank debt, have high 
operating profits, but after a while they fail to manage 
their financing expenses. It has been observed that R34 
gives similar results to the previously described and 
closely related R35.

Table 2. Selected initial financial ratios

 

Variable Meaning    Variable Meaning
 

Liquidity     Profitability 
R01 Current ratio   R26 Net income after tax/Net sales 
R02 Liquidity ratio   R27 Cost of goods sold/Net sales 
R03 Cash ratio    R28 Gross sales margin/Net sales 
R04 Stocks/Current assets    R29 Operational expenses/Net sales 
R05 Stocks/Total assets   R30 Operating profits/Net sales 
R06 Stock dependency ratio     R31 Oper. profits/(Total assets-Fin.tangible assets) 
R07 Short-term trade receivables/Current assets R32 Financial expense/Net sales    
R08 Short-term trade receivables/Total assets R33         (Finan. exp.+Netincome beforetax)/Total Liabilities 
Financial structure ratios   R34         (Financial exp.+Profit after tax)/Financial Expenses  
R09 Total foreign assets   R35         (Fin.expenses+İncome before tax)/Fin. Expenses  
R10 Debt Ratio      R36 Net profit after tax/Equities   
R11 Equities/Total foreign assets  R37 Profit before tax/Equities   
  
R12 Short term liabilities/Foreign assets    R38 Net profit after tax/Total assets  
R13 Short term liabilities/Total liabilities  R39 (Retained earn.+Reserves)/Tot.assets  
R14 Bank loans/Total assets     Turnover Rates  
R15 Bank loans/Total foreign assets    R40 Equity turnover  
R16 Short term bank loans/Short term liabilities R41 Working capital turnover  
R17 Long-term liabilities/Total liabilities    R42 Net working capital Turnover    
R18 Long-term liabilities/Constant capital  R43 Asset turnover 
R19 Current assets/Total assets  R44 Accounts receivable turnover  
R20 Fixed assets/Equities     R45 Stock turnover  
R21 Fixed assets/Total foreign assets    R46 Fixed asset turnover   
R22 Fixed assets/Constant capital  R47 Net tangible asset Turnover      
R23 Net tangible assets/Equities   
R24 Net tangible assets/Long-term liabilities   
R25 Net tangible assets/Total assets          
   

 
Note: This table illustrates the 41 financial variables. These variables represent the initial financial ratios applied to all 
firms. 
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EXPERIMENTAL RESULTS

Descriptive statistic

In this section, whether the data are normally 
distributed or not, the comparison of the variable means 
with the non-parametric (distribution-independent) 
Mann Whitney U test, the multicollinearity effect (VIF) 
and other descriptive statistics of the variables are 
examined. The normality assumption control of the 
data was done with the Shapiro-Wilk test. As it can be 
seen in table 4, for one, two and three  years prior  to 
the financial  distress, since the p-value is less than 
0.05 in all independent variables, it is understood that 
the distribution is not normal. It has been observed 
that the data are generally not normally distributed 
in studies conducted in the field of financial failure 
(Mselmi, Lahiana & Hamza, 2017; Selimoğlu & Orhan, 
2015; Gör, 2016; Toraman & Karaca, 2016; Karadeniz & 
Öcek, 2019).

In the analysis performed with the Mann-Whitney 
U-test, which is a statistical comparison of the mean 
of independently selected variables, it was concluded 
that there was a statistically significant difference for 
all variables 1 and 2 years before the failure. 3  years 
prior to the financial distress, all independent variables 
except R37 and R42 are statistically significant. 

Two years before bankruptcy, the most important 
financial ratios selected by RF-RFE are long-term 
liabilities/total liabilities (R17) and accounts receivable 
turnover (R44). R17 shows that the share of long-term 
liabilities of distressed firms in total liabilities is quite 
high. R44, on the other hand, is a financial ratio that 
shows how many times receivables are collected in an 
accounting period, and it has been observed that this 
ratio is high in non-distressed companies. Three years 
before bankruptcy, the most discriminant financial 
ratios selected by RF-RFE are fixed assets/equities 
(R20), profit before tax/equities (R37), net working 
capital turnover (R42) and short term bank loans/short 
term liabilities (R16). R20 shows that the fixed assets 
of the distressed firms are higher than the equities, 
while the non-distressed firms have fixed assets at the 
rate of about half of their equity. R37 financial ratio, on 
the other hand, shows that non-distressed firms have 
higher pre-tax profits than distressed firms compared 
to equity. The R42 financial ratio reflects the extent to 
which businesses achieve sales volume success with 
their Net Working Capital. As expected, successful 
companies have a better sales volume. Finally, R16 
shows that distressed firms have much more short 
term bank loans than non-distressed firms.

Table 3. Financial ratios selected by Random Forest – Recursive Feature Elimination (RF-RFE) 

Discriminant Ratios 1-year ahead 2-year ahead 3-year ahead

R6:Stock dependency ratio ✓ ✓ ✓

R11:Equities/Total foreign assets  ✓ ✓

R15:Bank loans/Total foreign assets ✓   

R16:Short term bank loans/Short term liabilities   ✓

R17:Long-term liabilities/Total liabilities  ✓  

R18:Long-term liabilities/Constant capital ✓ ✓  

R20:Fixed assets/Equities   ✓

R24:Net tangible assets/Long-term liabilities ✓ ✓ ✓

R30:Operating profits/Net sales ✓   

R32:Financial expense/Net sales ✓ ✓ ✓

R34:(Financial expenses+Profit after tax)/Financial expenses ✓   

R35:(Financial expenses+İncome before tax)/Financial expenses  ✓ ✓

R37:Profit before tax/Equities   ✓

R42:Net working capital turnover   ✓

R44:Accounts receivable turnover  ✓  

R46:Fixed asset turnover ✓ ✓  

Note: This table presents the financial variables selected by RF-RFE to be used in the prediction of financial distress.
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The majority of correlations between independent 
variables are low. There is a high correlation (0.95) 
between R34 and R35. Therefore, R34 was excluded from 
the variables. Multicollinearity, with its simple definition, 
is the situation where there is a very high correlation 
between at least two variables that predict a variable. Our 
findings show that all independent variables have VIF 
values   less than 10. Therefore, there is no multicollinearity 
problem between the variables. 

Missing values and outliers

One year prior to failure, it has been determined that 
there are 280 missing values   out of 7,990 data in non-
distressed firms. The highest missing values   were in the 
independent variables R34 with 41.76%, R35 with 41.76%, 
R24 with 41.18% and R44 with 25.88%, respectively. 
There is less missing value in distressed firms. Out of 
9776 data, 152 are missing values. The highest loss is in 
the R24 variable with 13%. There is 2.43% missing data 
in total (distress and non-distress firms). The dataset was 
updated by filling in the missing data with the median 
values   of the relevant variables.

Two years prior to failure, the data of distressed and 
non-distressed companies were examined and it was 
determined that there were 389 missing values   out of 
7,943 data in non-distressed companies (independent 
variables). The highest missing values   were in the 
independent variables R24 with 48.52%, R34 with 
44.37%, R35 with 44.37% and R44 with 26.04%. There is 
less missing value in distressed firms. Out of 9917 data, 
127 are missing values. The highest loss is in the R24 
variable with 18.48%. There is a total of 2.89% missing 
value in the data groups of companies that are distressed 
and non-distressed. The data set was updated by filling in 
the missing values   with the median values   of the relevant 
variables.

Three years before the failure, the data of successful 
and non-successful firms were examined and it was 
determined that there were 686 missing value out of 
7,802 data in non-distressed firms. The highest missing 
value is in the independent variables R24 with 59.04%, 
R34 with 50%, R35 with 50%, R44 with 33% and R45 
with 10.24%, respectively. There is less missing value in 
distressed firms. Of 10,293 data, 415 are missing value. 
The highest missing values are in R24 with 25.57%, R34 
with 12.78% and R35 with 12.78%, respectively. In the 
data groups of distressed and non-distressed firms, there 
is a total of 6.08% missing data. The dataset was updated 
by filling in the missing data with the median values   of 
the relevant variables.

After the missing value analysis, the outliers   in the data 
were taken to their normal limits according to the Tukey 
method. In this method, when calculating outliers, the 
median value is found first. For this, the data is sorted 
from lowest to highest. The second step is to find the 
median of the data. Then the lower quartile (Q1) and 
upper quartile (Q3) values   are found. In the following 
process, the values   of Q1 and Q3 are multiplied by 1.5 
to find the gap of quarters. Thus, the lower and upper 
bounds of the data are found. All values   outside these 
limits are considered outliers.

MODEL PERFORMANCE COMPARISON  
AND DISCUSSION

When the models were evaluated according to their 
2017 accuracy rates, the most successful prediction 
model was DT with 90%, RF with 89%, kNN with 87%, 
SVM and LR with 84%, and NB with 82%.When the 
models were evaluated according to their 2016 accuracy 
rates, the most successful prediction model was DT with 
97%, RF with 96%, kNN and SVM with 89%, NB with 85%, 
and LR with 80%, respectively. When the models were 
evaluated according to their 2015 accuracy rates, the 
most successful prediction model was NB with 97%, DT 
and RF with 94%, kNN and SVM with 92%, and LR with 
81%, respectively.

DT: We can say that the decision tree model is the 
most successful model in classification with a general 
average of 93.67. It is seen that the model with the best 
prediction in year t-1 and t-2 is the second model with 
the best prediction in year t-3. The model made its best 
prediction at t-2 and had a lower accuracy rate at t-1 
than the others.

RF: With in overall average correct classification 
success, RF was the second best model with 93%. In this 
model, which has the advantages of processing with 
missing data and working with as many tree structures 
as desired, the success of correct classification in t-2 
and t-3 years is higher. The model achieved the highest 
correct classification in t2.

SVM: It ranked third with 89.33% in overall classification 
success. He made the most successful classification in 
the year t-3. The rate of correct classification of model 
increased with the distance from the failed period. It 
showed the lowest performance in t-1 year. Successful 
companies have a higher rate of correct classification.

kNN: It is in the third rank with 89.33% correct 
classification success together with SVM in general 
classification. It has similar accuracy rates as SVM. It 
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Table 4. Summary statistics 
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Variables   R6 R15 R18 R24 R30 R32 R34 R46 

Panel A: Entire data set                   

Number of firms   378 378 378 378 378 378 378 378 

Mean   1.849.557 0,604377 0,372624 0,918207 0,046092 0,027699 2.500.073 12.164.229 

Std. Deviation   1.714.372 0,701298 0,324820 0,736784 0,050256 0,034877 1.733.570 14.300.647 

Min   -1.968.473 0,000000 -0,567549 -1.232.655 -0,072043 0,000000 -0,975730 0,000000 

Max   6.390.963 2.724.057 1.081.260 2.638.308 0,177656 0,141963 6.542.847 55.452.146 

Shapiro-Wilk (p value)    0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 

Mann-Whitney U (p-value)   0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000  

Panel B:Distressed firms                   

Number of firms   208 208 208 208 208 208 208 208 

Mean   2.332.664 0,860544 0,511647 0,713795 0,060167 0,044018 1.764.553 7.918.617 

Std. Deviation   2.052.956 0,793298 0,296164 0,777527 0,055165 0,038967 1.252.516 7.746.015 

Min   -1.968.473 0,000000 -0,181926 -1.232.655 -0,072043 0,000000 -0,975730 0,000000 

Max   6.390.963 2.724.057 1.081.260 2.638.308 0,177656 0,141963 4.626.431 23.645.576 

Panel C: Non-distressed firms                 

Number of firms   170 170 170 170 170 170 170 170 

Mean   1.258.461 0,290949 0,202524 1.168.313 0,028871 0,007731 3.400.003 17.358.861 

Std. Deviation   0,869124 0,383047 0,273927 0,596777 0,036940 0,011171 1.817.144 18.258.983 

Min   -0,529976 0 -0,567549 0,166867 -0,050417 0 0,086331 0,32531 

Max   2.904.297 1.100.631 0,894771 2.060.690 0,102070 0,032298 6.542.847 55.452.146 
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Variables R6 R15 R17 R18 R24 R32 R35 R44 R46 

Panel A: Entire data set                   

Number of firms 380 380 380 380 380 380 380 380 380 

Mean 1.902.626 0,460397 0,146860 0,319295 0,797053 0,026858 1.891.485 8.305.613 13.586.545 

Std. Deviation 1.811.481 0,503204 0,185932 0,340008 0,514782 0,034739 0,958350 7.628.059 16.158.007 

Min -2.418.927 0,000000 0,000000 -0,831633 -0,621116 0,000000 -0,530658 0,000000 0 

Max 6.792.352 1.933.519 0,780676 1.610.463 1.867.806 0,146562 3.757.784 27.898.704 65.860.889 

Shapiro-Wilk (p value)  0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 

Mann-Whitney U (p-value) 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 

Panel B:Distressed firms                   

Number of firms 211 211 211 211 211 211 211 211 211 

Mean 2.392.867 0,631280 0,210324 0,438052 0,739323 0,042394 1.624.414 6.065.722 8.469.488 

Std. Deviation 2.072.580 0,546349 0,212740 0,353286 0,659067 0,039259 1.120.664 5.547.003 8.366.145 

Min -2.418.927 0,000000 0,000000 -0,831633 -0,621116 0,000000 -0,530658 0,000000 0,000000 

Max 6.792.352 1.933.519 0,780676 1.610.463 1.867.806 0,146562 3.757.784 17.833.136 25.022.325 

Panel C: Non-distressed firms                 

Number of firms 169 169 169 169 169 169 169 169 169 

Mean 1.290.549 0,247046 0,067623 0,171024 0,869130 0,007462 2.224.928 11.102.164 19.975.297 

Std. Deviation 1.163.882 0,340077 0,100213 0,254871 0,213203 0,010688 0,548321 8.867.789 20.677.305 

Min -1.089.725 0,000000 0,000000 -0,253363 0,532658 0,000000 1.398.079 0,830515 0,206249 

Max 3.540.690 1.063.317 0,283595 0,775582 1.156.743 0,031778 3.072.351 27.898.704 65.860.889 
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Variables R6 R11 R16 R20 R24 R32 R35 R37 R42 

Panel A: Entire data set                   

Number of firms 385 385 385 385 385 385 385 385 385 

Mean 1.664.436 0,377779 0,217862 1.069.187 0,903652 0,024855 2.152.028 0,110036 4.369.192 

Std. Deviation 1.434.573 0,408893 0,258234 1.288.109 0,513968 0,033625 1.143.455 0,152928 9.371.304 

Min -1.719.263 -0,701137 0,000000 -2.077.135 -0,717077 0,000000 -1.080.795 -0,195678 -1.330.962 

Max 5.377.166 1.673.011 0,963857 4.565.448 2.067.443 0,131258 4.886.129 0,406570 22.859.310 

Shapiro-Wilk (p value)  0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 

Mann-Whitney U (p-value) 0,000 0,000 0,000 0,000 0,000 0,000 0,000  0,877  0,527 

Panel B:Distressed firms                   

Number of firms 219 219 219 219 219 219 219 219 219 

Mean 2.075.591 0,232468 0,306650 1.404.374 0,834385 0,039280 1.775.682 0,106594 4.147.905 

Std. Deviation 1.621.150 0,196115 0,284628 1.494.190 0,673897 0,038166 1.404.670 0,163007 9.809.513 

Min -1.719.263 -0,231713 0,000000 -2.077.135 -0,717077 0,000000 -1.080.795 -0,195678 -13.309.623 

Max 5.377.166 0,649309 0,963857 4.565.448 2.067.443 0,131258 4.886.129 0,406570 22.859.310 

Panel C: Non-distressed firms                 

Number of firms 166 166 166 166 166 166 166 166 166 

Mean 1.122.009 0,569485 0,100725 0,626982 9,950347 0,005824 2.648.532 0,114578 4.661.132 

Std. Deviation 0,892650 0,522771 0,154568 0,752247 0,000000 0,008138 0,000000 0,138871 8.780.536 

Min -0,793944 -0,701137 0,000000 -1.102.812 9,950347 0,000000 2.648.532 -0,177186 -11.446.018 

Max 2.964.440 1.673.011 0,417816 2.265.504 9,950347 0,021405 2.648.532 0,393072 21.303.075 

Note: This table illustrates descriptive statistics of the 16 selected variables. 
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of SME loans increased rapidly compared to retail and 
commercial loans.According to the results of this study, 
it is understood that cyclical fluctuations have an effect 
on financial failure. The rapid increase in interest rates, 
exchange rates and inflation in 2017 and 2018, which had 
a stable trend in 2015 and 2016, led to a rapid increase in 
bank loans in distressed firms and reduced their capacity 
utilization. Contrary to the commercial and consumer 
customer segments of these businesses, which use loans 
with weak collateral and high rates, it is observed that 
NPL ratios have increased rapidly since mid-2017. We 
believe that it would be more appropriate to consider 
macroeconomic dynamics when making evaluations 
about this differentiated group.

CONCLUSION

The financial failure of the enterprises negatively 
affects the groups related to the enterprise, especially the 
environment of the enterprise, and the general economic 
structure. Predicting financial failure has become one of 
the important issues in the field of finance. The purpose 
of financial failure forecasting is to develop a forecasting 
model that will enable to predict the financial condition 
of a business by using various econometric indicators. 
Knowing the possibility of financial failure of a business 
for the creditors and investors of the business has become 
a very important issue before the decisions to be taken.

Since the 1960s, models that predict financial failure 
have been tried to be developed using different methods. 
Especially today, with the dizzyingly developing 
technological innovations, hardware and software 
developments of computers, larger and more complex 
data masses, big data have begun to emerge. With this 
increasing volumetric growth, traditional statistical 
estimation models measuring financial failure began to 
fail to meet the need, and modern methods were needed.

reached the highest accuracy at t-3 and the lowest 
accuracy at t-1. Successful companies have a higher rate 
of correct classification.

LR: It was the model with the lowest accuracy rate with 
81.67% in overall performance. It reached the highest 
accuracy rate in t-1 year with 84%. It achieved 81% 
correct classification success in t-3 and 80% in t-2 year.

While the highest correct classification success was 
achieved in t-3 with 91.67%, this rate was 89.33% in 
t-2 year and 86% in t-1 year. The models in the t-2 and 
t-3 have higher accuracy. Although the t-1 year is the 
closest period to failure, its lower accuracy has pushed 
us to investigate the dynamics of the Turkish economy 
in which businesses operate in more detail. It is observed 
that interest, inflation and dollar/tl exchange rates did 
not change much in t-2 and t-3 years in Turkey. However, 
in the year t-1, despite the Central Bank interest rates 
remaining the same, it is observed that there is a serious 
movement in inflation and dollar/tl rate. In 2018, the year 
of failure, these three variables increased dramatically.

In t-1, it is seen that the idle capacity increased more 
than the other two years (R46), and the share of bank 
loans in liabilities increased (R15). According to Güngen 
(2018), reasons such as the 20.5% depreciation of the 
Turkish Lira from 15 July 2016 to the end of 2017 and the 
financing of the current account deficit with hot money 
adversely affected the economic dynamics of the country. 

According to Çetin (1996) & Erez (1994), the most 
important problem of SMEs is financing. The increasing 
inflation since 2017, the dollar/TL exchange rate and the 
dramatically increasing interest rates in mid-2018 made 
it difficult for SMEs to access credit and increased the 
cost of the credit they used. Compared to 2015 and 2016, 
SME sector bank loans increased in 2017 (R15). SMEs 
were most affected by this situation and the NPL ratio 

Table 5. Classification performance

  LR RF DT SVM NB kNN

  T-1 T-2 T-3 T-1 T-2 T-3 T-1 T-2 T-3 T-1 T-2 T-3 T-1 T-2 T-3 T-1 T-2 T-3

Accuracy 87 80 81 89 96 94 90 97 94 84 89 92 82 85 97 87 89 92

Precision 87 80 82 89 96 94 91 97 94 84 90 92 82 85 96 87 89 89

Sensitivity 87 79 81 88 97 94 90 97 94 84 89 92 82 85 97 87 89 88

F-measure 87 80 81 89 96 94 90 97 94 84 89 92 82 85 97 87 89 87

Note: This table illustrates the prediction accuracy of LR, RF, DT, SVM, NB and kNN.
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Table 6. Correlation matrix of selected independent variables 

2017    R6 R15 R18 R24 R30 R32 R34 R46 

R6   1               

R15   -0,04713 1             

R18   0,023742 0,561236 1           

R24   0,077526 -0,25591 -0,51959 1         

R30   -0,10478 0,21522 0,197285 -0,08493 1       

R32   -0,02582 0,446509 0,407102 -0,1501 0,694608 1     

R34   -0,08637 -0,29287 -0,40681 0,20231 -0,1226 -0,46496 1   

R46   -0,15284 -0,2829 -0,28045 -0,00095 -0,185 -0,31208 0,250055 1 

VIF   2,049434 2,847239 3,447713 2,606682 4,050813 4,899684 3,408806 1,737293 

 2016 R6 R15 R17 R18 R24 R32 R35 R44 R46 

R6 1                 

R15 -0,0699 1               

R17 -0,10277 0,727466 1             

R18 -0,04129 0,533566 0,794596 1           

R24 0,01099 -0,04646 -0,32634 -0,32257 1         

R32 0,145187 0,502446 0,414569 0,373735 -0,11977 1       

R35 -0,11874 -0,30743 -0,30065 -0,31493 0,113634 -0,48274 1     

R44 -0,3053 -0,09051 -0,07302 -0,11357 0,116626 -0,23219 0,111954 1   

R46 -0,13269 -0,33351 -0,30983 -0,25432 0,008867 -0,32956 0,182065 0,18696 1 

VIF 2,061043 4,91414 7,42647 5,08798 3,59912 2,39152 3,79763 2,32642 1,8558 

 2015 R6 R11 R16 R20 R24 R32 R35 R37 R42 

R6 1                 

R11 -0,325 1               

R16 0,142 -0,1177 1             

R20 0,0135 -0,2674 0,1102 1           

R24 0,0565 0,1027 0,0147 -0,0559 1         

R32 0,1366 -0,2663 0,3735 0,2213 -0,2251 1       

R35 -0,0648 0,28 -0,2191 -0,2624 0,0922 -0,5298 1     

R37 0,1325 -0,1097 -0,0968 -0,0615 -0,0147 -0,1712 0,3492 1   

R42 -0,1218 -0,0035 -0,0379 -0,1558 -0,013 -0,0821 0,0802 0,0425 1 

VIF 2,5499 2,2643 2,0261 1,7035 3,5718 1,9551 4,9539 1,8521 1,2282 

Note: This table shows the correlation matrix of the selected independent financial ratios.  
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Financial distress estimations have always been 
important in economies such as Turkey, where periodic 
cyclical fluctuations are high, and it has turned into a 
field on which intensive studies are conducted. Mistakes 
that can be made in this area may cause the creditors to 
incur losses. This will adversely affect the shareholders, 
depositors, employees, the public and the general 
economic structure in financial institutions.

In this study, the financial statements of 392 SMEs 
operating in Turkey, 173 of which are non-distressed and 
219 of which are distressed, between the years 2015-
2019 were examined. It is aimed to find the model with 
the highest correct prediction power that can be valid 1, 2 
and 3 years before the failure by using logistic regression, 
decision tree, random forests, support vector machines 
and k nearest neighbor methods to predict failure. 
SMEs for which bankruptcy or concordat decisions were 
made by the competent courts in 2018 were deemed 
unsuccessful.

Based on the annual Income and Corporate Tax returns 
approved by the Ministry of Finance, 47 financial ratios 
for all businesses were calculated separately for each year. 
The study was continued with the data pre-processing 
step and missing data analysis was performed. A total of 
2.43%, 2.89% and 6.08% missing data were encountered 
for the years 2017, 2016 and 2015, respectively. 
Missing data are filled in with the median value of each 
independent variable. Afterwards, the extreme value 
analysis of each independent variable was made using 
the box-plot method, and the negative effect of the 
extreme data on the analysis was tried to be reduced.

As a result of the study, the highest percentage of 
correct classification 1 and 2 years before the failure 
belonged to the decision tree model with an average of 
90% and 97%, respectively. Three years before the failure, 
the Naive Bayes has the highest level of average accuracy 
of 97%. It has been observed that the models categorize 
distressed firms better than non-distressed firms in every 
3 years examined.

When the accuracies of all models were examined, the 
highest correct prediction were obtained in the year t-3, 
which is the year farthest from the failure year. Although 
the t-1 year was the closest to failure, its lower accuracy 
prompted us to further investigate the dynamics of 
the Turkish economy in which businesses operate. 
Macroeconomic indicators (interest, inflation, exchange 
rate), which acted similarly in 2015 and 2016, increased 
dramatically in 2017 and 2018. In 2017, it is seen that the 
share of bank loans in foreign resources (R15) and idle 

capacities of distressed firms increased (R46). It has been 
observed that the loan repayment capacity of SMEs, 
which have unique disadvantages such as weak collateral 
structures and high rate of borrowing, is not as durable as 
commercial firms and individual consumers.

To summarize, it was observed that there was no 
problem in the dynamics of the general economic 
structure of Turkey in 2015 and 2016. The deterioration 
that started in 2017 reached its peak in 2018. Distressed 
firms grew rapidly with high bank loans and gained high 
operating profits. However, these firms with low equity 
could not manage their financial expenses after a while. 
Distressed firms, which could not make a profit with high 
bank indebtedness and high financing expenses, failed 
in 2018 because they could not financially translate 
themselves.

In this study, it was tried to predict failure by 
considering only financial ratios. However, management 
skills in businesses, education and age of business 
owners or shareholders, business management 
information systems, short and long-term strategies, 
business efficiency, concentration on customers, supplier 
reliability, relations with banks, customers’ check and 
promissory notes, credit occupancy, credit record Many 
variables such as bureau scores, external economic 
environment, unemployment rates, political and 
economic stability of the country, increasing the sample 
size used, country interest, exchange rate and inflation 
rates, sector return averages, exchange rates and growth 
rates also have an effect on failure. It is thought that 
including these variables in the model can be beneficial 
in terms of obtaining more precise and reliable results.
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