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Graphical Abstract 

In a study on mobile marketing, consumer attitudes towards mobile marketing were examined. After the raw 

data was brought into the appropriate format, it was classified using data mining algorithms. 

 

 

 

 

 

Figure. Data processing steps 
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To perform campaign analysis in the banking sector using data mining methods.  

Design & Methodology 

Logistic Regression, Artificial Neural Networks and Support Vector Machines classification methods are used.  
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In the study, 22 marketing data belonging to 29,635 different customers were used.  

Findings 

Accuracy, precision, sensitivity and F-Score values were found to be close to each other. 

Logistic regression gave much better results in terms of performance compared to other classification methods. 

Conclusion 

While the accuracy, precision, sensitivity and F-Score values of the methods used were close to each other, 

Logistic regression gave slightly better results than other classification methods. 
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ABSTRACT 

In this study, customer loss analysis conducted for mobile marketing campaigns in the banking sector. Mobile marketing is a 

frequently used marketing method, and SMS (Short Message Service) is the most commonly used mobile marketing tool due to its 

wide range of customers. However, mobile marketing activities may cause customer loss in case of irrelevant and frequent 

submission if customers don’t want to receive advertising notifications. The data set used in the analysis includes 22 attributes 

belonging to 29,635 customers and class information about whether customers block marketing SMS. The obtained data set was 

classified by logistic regression, artificial neural networks and support vector machines, and the classification performances of the 

algorithms were compared. Results show that all three methods have similar accuracy, precision, recall and F-score values while 

Logistic regression method is slightly better than others. 

Keywords: Classification, customer churn analysis, data mining, machine learning. 

Bankacılık Sektöründe Pazarlama Kampanyalarına 

Yönelik Müşteri Kayıp Analizinin Değerlendirilmesi 

ÖZ 

Bu çalışmada, bankacılık sektöründe mobil pazarlama kampanyalarına yönelik müşteri kayıp analizi gerçekleştirilmiştir. Mobil 

pazarlama sıklıkla kullanılan bir pazarlama yöntemi olup SMS (Short Message Service/Kısa Mesaj Hizmeti) ulaştığı geniş kullanım 

kitlesi sebebiyle en sık kullanılan mobil pazarlama aracıdır. Bununla beraber alakasız ve sık gönderim gibi etkenlerden dolayı 

müşteriler reklam bildirimi almak istemeyebilirler ve mobil pazarlama faaliyetleri sebebiyle müşteri kaybı yaşanabilir. Analizde 

kullanılan veri setinde 29.635 müşteriye ait 22 öznitelikler ve müşterilerin pazarlama SMS’lerini engelleyip engellemediğine dair 

sınıf bilgisini içermektedir. Elde edilen veri seti lojistik regresyon, yapay sinir ağları ve destek vektör makineleri ile sınıflandırılarak 

algoritmalara ait sınıflandırma performansları karşılaştırılmıştır. Her üç yöntemin doğruluk, kesinlik, duyarlılık ve F-Skor değerleri 

birbirine yakın çıkarken Lojistik regresyon diğer sınıflandırma yöntemlerinden az da olsa daha iyi sonuç vermiştir. 

Anahtar Kelimeler: Sınıflandırma, müşteri kayıp analizi, veri madenciliği, makine öğren

1. INTRODUCTION 

Today, with the rapid development in technology, 

enterprises are in search of new marketing activities. 

Especially the developments in mobile and internet 

technologies have made new efforts to increase the sales 

and sales of the products. In this context, mobile 

marketing is often used in advertising submissions used 

by businesses. 

In the last decade, the use of Data Science, which 

facilitates decision-making and extraction of information 

contained in the digital marketing environment, has 

increased significantly. However, improvements should 

be made to improve the management of data science in 

digital marketing [1]. 

Credit products are an important part of the business of 

banks and other financial institutions. Messages are sent 

to customers at certain times to predict the desire to 

receive a personal loan. Irrelevant dependencies can be 

eliminated by conducting a time dimension and personal 

analysis of this approach [2-4]. 

Mobile marketing is a new marketing method which is 

evaluated in direct marketing approach aimed at 

providing communication to the targeted customers via 

mobile phones and emerged after the internet marketing 

methods [5,6]. Advertising with SMS is one of the most 

frequently used mobile marketing methods. Since SMS 

service is supported by almost all mobile phones, it is an 

important area in mobile marketing. Sending SMS with 

irrelevant content to customers for mobile marketing 

decrease customer satisfaction. In this case, the customer 

may exercise the right not to receive the marketing SMS 

by using the exit channels provided by the business. The 

regulation that the companies are obliged to comply with 

in the commercial messages to be made for marketing 

purposes came into force on 01/05/2015 with the Law 

No: 6563 on Regulation of Electronic Commerce.  

*Sorumlu yazar(Corresponding Author) 
e-posta :  e-posta skocer@erbakan.edu.tr 
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Within the framework of this legislation, the companies 

have to provide easy and free cancellation of subscription 

methods for the marketing SMS [7-10]. 

Customers who don’t want to receive campaign SMS are 

considered as loss of customers for the businesses. In 

terms of mobile marketing, customer loss analysis means 

estimating the customers who are very likely to abandon 

using customer and campaign features. Customer loss has 

critical importance in terms of customer continuity for 

the sectors such as banking, telecommunications, and 

insurance considering the fact that keeping the existing 

customers often requires lower operation cost than 

gaining new customers [11]. 

In this study, estimation of customer loss is made by 

using logistic regression, artificial neural networks 

(ANN) and Support Vector Machines (SVM). 

 

2. LITERATURE REVIEW 

Customer loss analysis were examined by using Decision 

Trees and Logistic Regression methods with data pre-

processing steps, such as data selection, data merging, 

cleaning and conversion with the customer data of a 

private bank [12]. According to the tests, the accuracy 

rate obtained with this newly developed method is 89%. 

In another study, 3 models were obtained by using 

Support Vector Machines, Naive Bayes and Multilayer 

Artificial Neural Networks [13]. 75% of the dataset 

utilized for training purpose and 25% is used to test the 

model.  It was observed that the highest predictive 

success rate was Artificial Neural Networks with 

92.35%. The model with the lowest estimation success is 

Support Vector Machines with a ratio of 77.89%. This 

model has been predicted to be unsuccessful due to the 

small number of samples in the data set and the missing 

attributes. 

Another study examines the effect of data preprocessing 

steps on customer loss analysis results in the 

telecommunication sector [14]. In the study, 50% of the 

data set was used for training, 30% for test, and 20% for 

selection. Estimation success was increased by 34% 

when data preprocessing techniques were used. The 

effects of Logistic Regression, Artificial Neural 

Networks and Support Vector Machine models with data 

preprocessing steps also investigated. Results show that 

Logistic Regression algorithm is faster than Artificial 

Neural Networks and Support Vector Machine.  

Another study conducted a survey in Istanbul in order to 

examine the factors affecting the consumer attitudes 

towards SMS advertisements, and opinions of the 

participants about SMS advertising applications were 

taken [15]. The results show that being SMS ads are 

useful, functional and personalized affect the positive 

attitude towards mobile advertising. 

In a study on mobile marketing, consumer attitudes 

towards mobile marketing were examined [16]. Although 

the attitudes of the customers towards mobile marketing 

activities were negative beforehand, it was determined 

that customer attitudes changed positively due to the fact 

that smart phones became more widespread and made life 

easier. 

 

3. MATERIAL AND METHOD 

3.1. Logistic Regression 

Logistic regression analysis is a statistical method used 

to model the relationship between a dependent variable 

and one or more independent variables. The dependent 

variable is categorical and the independent variable can 

be continuous or categorical [17]. Models with the 

dependent variable has only two categories are known as 

binary logistic regression analysis [18]. In the studies 

conducted, the dependent variables usually binary. 

Logistics regression differentiates from linear regression 

having dependent variable has only two possible values.  

The common feature of both regression methods is they 

are used to estimate the dependent variable based on 

independent variables [19]. 

3.2. Artificial Neural Network 

Artificial neural networks (ANN), which are inspired by 

the human brain and are characterized as information 

processing structures with features similar to biological 

neural networks [20] 

 

 
Figure 1. Example of artificial neural network 

 

The convergence of neurons creates layers in a general 

artificial neural network system. As shown in Figure 1, 

there are three basic layers in an artificial neural network: 

input layer, hidden layer and output layer.  

The input layer is the first layer that allows inputs from 

outside to be weighted and transmitted to the hidden 

layer. These inputs are referred as independent variables. 

The hidden layer is the part between the input and output 

layers. This layer has no direct connection to the external 

environment. They simply send the signals coming from 

the input layer to the output layer. The output layer is the 

last layer in the neural network. It enables information to 

transfer to the external environment. These output 

variables are referred as dependent variables. 

In general, artificial neural networks aims such as the 

human brain data, to train, to learn, to generalize and to 

work with a large number of variables [21]. 
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3.3. Support Vector Machine 

Support Vector Machines (SVM) is a simple, effective 

and supervised machine learning algorithm that is often 

used for classification problems as well as regression 

problems. SVM was developed by Vapnik to solve the 

classification and regression type problems. Its main 

purpose is to achieve an optimal hyperplane that 

separates the classes from each other [22]. SVM is 

evaluated in two cases as linear and nonlinear support 

vector machines. 

One of the important advantages of SVM is that it 

converts the classification problem into a least square 

optimization. In this way, the number of transactions in 

the learning phase is reduced and the performance is 

faster. This is advantageous in large data sets [19]. 

 

4. RESULT AND DISCUSSIONS 

This study utilizes SMS data sent to the customers of a 

private bank for the purpose of mobile marketing 

between 2016-2017. There are 29,635 records in the data 

set.  

Following preprocessing steps taken in order to make  the 

data set meaningful. 

i. Empty and damaged records removed 

ii. Text  converted to lowercase 

iii. Turkish characters transformed to English  

iv. Verbal attributes converted to numeric data 

 The specifications and value ranges in the data set are 

given in Table 1. 

The data set consists of two classes representing if the 

customer is or is not willing to take the marketing SMS 

sent by the bank. 61% of the data set consists of 

customers who want to receive marketing SMS, while 

39% do not want. The data set distribution is shown in 

Figure 2. 

The distribution of the data set according to Gender and 

Education Level is shown in Figure 3 and Figure 4. As it 

can be seen in Figure 3, it is observed that the data set 

consists mainly of male customers. The level of 

education is mainly seen as a high school and bachelor's 

degree. 

Table 1. Attributes and value ranges in the data set 

Feature Class / Range Record 

Count 

Age 

 

 

 

< - 25 

25-35 

35-45 

> - 45 

2.686 

9.922 

9.152 

7.875 

City 191 City 29.635 

Education 

 

 

 

Master Degree 

Bachelor Degree 

High School 

Primary School 

1.174 

11.374 

11.632 

5.455 

Has House? 

 

0: No 

1: Yes 

16.010 

13.625 

Has Car? 

 

0: No 

1: Yes 

22.396 

7.239 

Has Child? 

 

0: No 

1: Yes 

11.144 

18.491 

Gender 

 

0: Male 

1: Female 

17.564 

12.071 

Marital Status 

 

1: Single 

0: Married 

7.916 

21.719 

Profession 60 Different Jobs  

Total Sms Count Between 0 - 24 

hours 

 

At Morning Sms Count Between 8 - 11 

hours 

 

At Afternoon Sms Count Between 12 - 15 

hours 

 

At Evening Sms Count Between 16 - 19 

hours 

 

At Night Sms Count Between 20 - 7 

hours 

 

At Monday Sms Count   

At Tuesday Sms Count   

At Wednesday Sms Count   

At Thursday Sms Count   

At Friday Sms Count   

At Saturday Sms Count   

At Sunday Sms Count   

Want to Receive 

Marketing SMS? 

0: Yes 

1: No 

18.182 

11.453 

 

 

Figure 2. The data set classification 

 

 
Figure 3. Distribution by gender 

61%

39%

Yes No

13,747

4,435

8,649

2,804

0

5

10

15

20

25

Male Female
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Figure 4. Distribution by educational level 

 

3 different models were formed by applying 10-fold cross 

validation method to logistic regression, artificial neural 

networks, and support vector machines classification 

algorithms. Table 2 shows the complexity matrix values 

for each binary classification model. The descriptions of 

the values shown in the table are as follows [23-28]. 

 

i. True Positive (TP): The actual value is 1 and the 

estimated value is 1. For our data set; it refers to 

the number of customers who actually request 

SMS and so is model result. 

ii. True Negative (TN): The actual value is 0 and 

the estimated value is 0. For our data set; it 

refers to the number of customers who  actually 

do not want SMS and so is the model result.   

iii. False Positive (FP): The actual value is 0 but the 

estimated value is 1. For our data set; it refers to 

the number of customers who  do not actually 

request SMS but model result is vice versa.  

False Negative (FN): The actual value is 1 but the 

estimated value is 0. For our data set; it refers to the 

number of customers who actually request an SMS, but 

model result is vice versa 

 

Table 2. Confusion matrices obtained as a result of 

classification 

n= 29.635 Estimated Value: 

False 

Estimated Value: 

True 

TN: 15.746 FP: 2.436 

Logistic 

Regression 

FN: 1.424 TP: 10.029 

Artificial Neural 

Networks 

TN: 15.511 FP: 2.671 

FN: 1.467 TP: 9.986 

Support Vector 

Machines 

TN: 15.671 FP: 2.511 

FN: 1.511 TP: 9.942 

 

Accuracy, Precision, Recall, F-Score values obtained 

from the confusion matrix are calculated as in Table 3. 

The following formulas were used for calculation. 

Accuracy =
TP+TN

TP+TN+FP+FN
             (1)

    

Precision =
TP

TP+FP
             (2)

      

Recall =
TP

TP+FN
              (3)

      

F − Score =
2 ∗ Recall ∗ Precision

Recall + Precision
            (4) 

 

The ROC (Receiver Operating Characteristics) curve and 

the area underneath are used to evaluate the balance 

between precision and recall. As ROC approaches 1, 

positive values are better separated from negative values 

and their reliability increases [24-26]. ROC curves 

obtained in the classification process are given in Figure 

5, Figure 6 and Figure 7 

 

Figure 5. ROC curves belong to Logistic Regression 

 

19%

39%

38%

4%

Primary School High School

Bachelor Degree Master Degree

Table 3. Classification algorithms comparison results 

Binary Classification Algorithm Accuracy Precision Recall F-Score Performance 

(sec) 

Logistic Regression 0.870 0.805 0.876 0.839 1.38 

Artificial Neural Networks 0.861 0.789 0.872 0.828 56.79 

Support Vector Machines 0.864 0.798 0.868 0.832 34.38 
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Figure 6. ROC curves belong to ANN 

 

Figure 7. ROC curves belong to SVM 

 

5. CONCLUSION 

Bank direct marketing and business decisions are more 

important than ever to maintain the relationship with the 

best customers. Customer service and marketing 

strategies are needed for success and survival in the 

enterprise. 

Economic conditions affect commercial organizations 

and banking sectors. Accordingly, marketing managers 

need to increase their marketing campaigns. The most 

difficult problems arise due to the large amount of data 

recording. Data mining has a key role in analyzing this 

large amount of data. Managers can reshape their 

business and campaign strategies using data mining tools. 

Data mining, which has become quite widespread and 

important recently, is a tool that allows you to discover 

valuable information hidden in big data. One of the 

common uses of data mining is Customer Relationship 

Management. This method is an approach used to 

understand the customer's behavior and increase 

customer satisfaction. The aim of this study is to examine 

the effects of mobile marketing in the banking sector by 

using data mining and artificial intelligence methods that 

have become very common and important in recent years 

Customer Loss Analysis using data mining methods is an 

important area of study that is gaining importance every 

day. Customer loss analysis allows effective and cost-

effective method via preventing customer churn compare 

to finding new customers and it is getting popular in 

various sectors, such as telecommunications and 

banking. In this study, customer loss analysis was 

conducted for mobile marketing campaigns in banking 

sector by using Logistic Regression, Artificial Neural 

Networks (ANN) and Support Vector Machines (SVM). 

The models were compared with five criteria such as 

accuracy, precision, sensitivity, F-score and 

performance. The results of the study present that logistic 

regression classification algorithm is slightly more 

successful. 

The data set used in the analysis includes 22 features of 

29,635 customers and class information about whether 

customers are blocking marketing SMSs or not. The data 

sets are classified by logistic regression, artificial neural 

networks and support vector machines and the 

performance of the algorithms compared. 

The results of this study are thought to guide the process 

mobile marketing in terms of the target population 

selection and the customer loss analysis.  In the next 

study, it is planned to increase the number of features and 

sample size of the data set, to use data mining feature 

selection and classification methods. 
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