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Article History Abstract − Normal distribution has a vital role for the most of statistical methods. Box-Cox power 
transformation is the most usually applied method when the distribution of data is not normal. In this 
study, a novel algorithm is proposed assembling different Box-Cox transformation estimates of the 
well performed six techniques through random effect model in meta analysis. These techniques include 
the use of goodness-of-fit tests for normality; Anderson–Darling, Lilliefors, Cramer-von Mises, 
Shapiro–Wilk, Jarque–Bera and Shapiro–Francia tests. For the estimation of Box-Cox parameter, we 
assemble all possible combinations (63 combinations) of estimates calculated by these six methods. 
A Monte-Carlo simulation study is implemented to investigate which combination performs better 
compared to the rest. The simulation study states that the combination of Shapiro–Wilk, Jarque–
Bera and Anderson–Darling tests performs well in most of the simulation scenarios constructed under 
different transformation parameters and sample sizes. In this study, this combination is proposed as 
ensemble based Box-Cox transformation via meta analysis. The proposed approach is implemented on 
white blood count data of leukaemia patients which are not normally distributed. Also, the proposed 
methodology is provided in AID R package with “boxcoxmeta” function for public use.
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1. Introduction 

Normal distribution has an essential role for statistical approaches. The reason why the normality 
assumption has a fundamental role is that it constructs the basis of the approaches, such as t-test and ANOVA. 
When this assumption is violated, the most widely utilized solution is Box-Cox power transformation (Box 
and Cox, 1964). Data are not normally distributed in general while analysing data in application. Box-Cox 
transformation has been carried out in different areas, such as medical studies. Liu et al. (2021) used Box-
Cox power transformation to transform the distribution of stay length of type 2 diabetes mellitus patients 
in public hospital to normal one. Roy et al. (2021) applied Box-Cox transformation for non-normality in 
brainstem dose-volume histogram points. Singh et al. (2021) applied Box-Cox transformation to normalize 
absolute insulin dosing. Nelson et al. (2022) used Box-Cox transformation on outcome of cancer-related self-
efficacy. In the original article, Box and Cox (1964) used maximum likelihood as an estimation technique 
of transformation parameter. Dag et al. (2014) proposed a methodology including the usage of an artificial 
covariate for the estimation of transformation parameter. Rahman and Pearson (2008) and Rahman (1999) 
used normality tests, Anderson Darling and Shapiro Wilk tests, to estimate the power.  Asar et al. (2017) 
extended the use of normality tests in parameter estimation and included searching algorithm to optimize the 
parameter. Their study includes well-know seven normality tests; namely, Anderson-Darling, Shapiro-Wilk, 
Lilliefors (Kolmogorov-Smirnov), Jarque-Bera, Cramer-von Mises, Shapiro-Francia, Pearson chi-square 
tests. In this study, we propose a novel approach to estimate power transformation parameter. According 
to the simulation results of the work done by Asar et al. (2017), Pearson chi-square test performed worse 
compared to the other methods for the parameter estimation. Therefore, we include the other six normality 
tests in this study. We assemble different Box-Cox transformation estimates through random effect model in 
meta analysis. Specifically, we assemble all possible combinations (63 combinations) of six methods for the 
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estimation of Box-Cox parameter. We compare all possible combinations via a simulation study. We observe 
that the combination of Jarque-Bera, Anderson-Darling and Shapiro-Wilk tests performs well in most of the 
simulation scenarios. Therefore, we propose this combination as ensemble based Box-Cox transformation 
via meta analysis. The organization of this paper is as follows. Some information regarding Box-Cox power 
transformation and our proposed methodology are placed in Section 2. The steps of simulation study and 
its results are placed in Section 3. Moreover, the application of our proposed method is carried out on data 
of leukaemia patients and the implementation of the proposed approach is placed in Section 3. The article 
is completed in Section 4.

2. Materials and Methods

Box-Cox power transformation was proposed by Box and Cox (1964). The transformation on  
yi (i = 1,2,…,n) is as follows.
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Here, y6 are the data to be transformed, λ is the transformation parameter to be estimated, Z6 are the data on 
which Box-Cox power transformation is applied and n is the size of sample. λ) is the specified fixed value to 
add each y6 making them positive if y6 ≤ 0. The power transformation given in Equation (1) is equivalent to 
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since Equation (1) is the linear transformation of Equation (2) (Box and Cox, 1964).  

The objective of this paper is to propose an ensemble based Box-Cox transformation by assembling the esti-
mates found by Shapiro-Wilk, Jarque–Bera and Anderson–Darling tests via random effect model in meta anal-
ysis. Information on estimation process via these tests is available in the work done by Asar et al. (2017). The 
algorithm of the proposed algorithm can be followed: 

i) The possible λ values are specified such as λ = -3, -2.99, -2.98, …, 3. 
ii) Any observations in data are not allowed to be negative. If yes, the λ) value is specified to make 

all observations larger than zero (Box and Cox, 1964). 
iii) The estimates via Shapiro-Wilk, Jarque–Bera and Anderson–Darling tests are obtained using the 

algorithm proposed by Asar et al. (2017). 
iv) Standard errors of the estimates are obtained via non-parametric bootstrap. 
v) The estimates found in (iii) are assembled using the standard errors obtained in (iv) with random 

effect model in meta analysis. 

The proposed methodology can be reached in AID R package with “boxcoxmeta” function. The estimates via 
Shapiro-Wilk, Jarque–Bera and Anderson–Darling tests are obtained via “boxcoxnc” function in AID package. 
The estimates are assembled via meta package (Balduzzi, 2019). All applications and codes are conducted in 
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via Shapiro-Wilk, Jarque–Bera and Anderson–Darling tests are obtained via “boxcoxnc” function in AID 
package. The estimates are assembled via meta package (Balduzzi, 2019). All applications and codes are 
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3. Results and Discussion

In this part, we implement a Monte Carlo simulation for the comparison of our proposed method with 
the other existing methods. The simulation scenarios are provided with their results in this section. Our 
proposed method is demonstrated on data of leukaemia patients. Brief information is presented together 
with results. The implementation of the proposed method is provided in the last subsection.
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3.1. Monte Carlo Simulation Study

A simulation study is implemented to make a comparison for the estimation performance with our 
proposed method (OM) with other methods; Shapiro-Francia (SF), Cramer-von Mises (CVM), Shapiro-
Wilk (SW), Jarque-Bera (JB), Anderson-Darling (AD), Lilliefors test (LT). The algorithm of simulation 
scenarios is as follows.

i. Simulate a random data set from N (μ = 0, σ = 5) with different sample size (n = 20, 30, 50, 100, 500).

ii. If generated variable (Z) includes any non-positive value, add a specified fixed value to make all 
observations larger than zero.

iii. Make inverse transformation Z(1⁄λ)  stated in Equation (2) with Box-Cox parameter (λ= -5, -2, -1, 0, 2, 5).

iv. Estimate λ by all methods.

v. Repeat all steps for 10,000 runs.

When all steps are ended, the performance measures; namely, bias, mean square error (MSE) and standard 
error (SE) are obtained. 

In this section, the performances of methods are investigated through bias, MSE and SE. All results are not 
reported here for the content integrity, but available at yunus.hacettepe.edu.tr/~osman.dag/supp_materials/
ensemble_boxcox.xlsx. We provide the performances in Figure 1 and Table 1.

In general perspective, biases and MSEs get smaller as the magnitude of λ decreases as expected. For 
example, under the scenario of n = 50, absolute biases and MSEs are within a range of 0.005-0.105 and 
1.631-2.869 for λ = 5, respectively; on the other hand, absolute biases and MSEs are found to be in an 
interval of 0.001-0.043 and 0.266-0.514 for λ = 2, respectively.

Bias and MSE values become smaller as the number of observations raises. The performances of the methods 
are similar especially for large sample size. However, as the sample size gets smaller, the differences among 
the estimation techniques become clear. In most scenarios, our proposed method performs better compared 
to other estimation techniques. To illustrate, for n = 30 and λ = 2, absolute bias and MSE of our method are 
0.001 and 0.449, respectively. Under the same condition, the absolute biases and their MSEs of the other 
methods are within a range of 0.008-0.054 and 0.412-0.752, respectively.

Table 1 

Comparison of our method with six different methods

n true λSW λAD λCVM λSF λLT λJB λOM

-5 Bias 0.020 -0.103 -0.130 -0.133 -0.061 0.077 -0.001
MSE 3.287 3.704 4.232 3.391 4.666 3.579 3.440

-2 Bias -0.012 -0.073 -0.098 -0.078 -0.087 -0.005 -0.030
MSE 0.622 0.748 0.914 0.656 1.078 0.748 0.681

-1 Bias -0.007 -0.038 -0.051 -0.040 -0.049 -0.006 -0.017
MSE 0.159 0.194 0.241 0.168 0.287 0.199 0.176

20 0 Bias 0.000 0.000 0.000 0.000 0.001 0.000 0.000
MSE 0.003 0.003 0.004 0.003 0.005 0.003 0.003

2 Bias 0.012 0.073 0.098 0.078 0.087 0.005 0.030
MSE 0.622 0.748 0.914 0.656 1.078 0.748 0.681

5 Bias -0.020 0.103 0.130 0.133 0.061 -0.077 0.001
MSE 3.287 3.704 4.232 3.391 4.666 3.579 3.440

http://yunus.hacettepe.edu.tr/~osman.dag/supp_materials/ensemble_boxcox.xlsx
http://yunus.hacettepe.edu.tr/~osman.dag/supp_materials/ensemble_boxcox.xlsx
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Table 1 

Comparison of our method with six different methods (Continued)

n true λSW λAD λCVM λSF λLT λJB λOM

-5 Bias 0.041 -0.064 -0.076 -0.097 -0.017 0.105 0.029
MSE 2.357 2.805 3.339 2.436 3.703 2.569 2.503

-2 Bias 0.008 -0.041 -0.054 -0.049 -0.038 0.028 -0.001
MSE 0.412 0.514 0.642 0.432 0.752 0.472 0.449

-1 Bias 0.003 -0.021 -0.027 -0.025 -0.021 0.013 -0.002
MSE 0.104 0.130 0.162 0.109 0.190 0.120 0.113

30 0 Bias 0.000 0.000 -0.001 -0.001 -0.001 -0.001 -0.001
MSE 0.002 0.002 0.002 0.002 0.003 0.002 0.002

2 Bias -0.008 0.041 0.054 0.049 0.038 -0.028 0.001
MSE 0.412 0.514 0.642 0.432 0.752 0.472 0.449

5 Bias -0.041 0.064 0.076 0.097 0.017 -0.105 -0.029
MSE 2.357 2.805 3.339 2.436 3.703 2.569 2.503

-5 Bias 0.014 -0.074 -0.086 -0.105 -0.026 0.070 0.005
MSE 1.631 2.070 2.524 1.701 2.869 1.744 1.748

-2 Bias 0.004 -0.033 -0.042 -0.043 -0.025 0.024 -0.001
MSE 0.266 0.345 0.435 0.279 0.514 0.290 0.287

-1 Bias 0.002 -0.017 -0.021 -0.023 -0.014 0.012 -0.001
MSE 0.067 0.087 0.109 0.070 0.129 0.073 0.072

50 0 Bias -0.001 0.000 0.000 -0.001 0.000 -0.001 -0.001
MSE 0.001 0.001 0.001 0.001 0.001 0.001 0.001

2 Bias -0.004 0.033 0.042 0.043 0.025 -0.024 0.001
MSE 0.266 0.345 0.435 0.279 0.514 0.290 0.287

5 Bias -0.014 0.074 0.086 0.105 0.026 -0.069 -0.005
MSE 1.631 2.070 2.524 1.701 2.869 1.744 1.748

-5 Bias 0.012 -0.034 -0.043 -0.079 -0.021 0.062 0.014
MSE 0.925 1.265 1.568 0.961 1.856 0.964 0.997

-2 Bias 0.005 -0.014 -0.019 -0.032 -0.011 0.024 0.005
MSE 0.149 0.205 0.256 0.155 0.307 0.156 0.161

-1 Bias 0.002 -0.007 -0.010 -0.016 -0.007 0.010 0.002
MSE 0.038 0.052 0.065 0.040 0.077 0.039 0.040

100 0 Bias 0.000 0.000 0.000 0.000 0.000 0.000 0.000
MSE 0.000 0.000 0.000 0.000 0.000 0.000 0.000

2 Bias -0.005 0.014 0.019 0.032 0.011 -0.024 -0.005
MSE 0.149 0.205 0.256 0.155 0.307 0.156 0.161

5 Bias -0.012 0.035 0.043 0.079 0.021 -0.062 -0.014
MSE 0.925 1.265 1.568 0.961 1.856 0.964 0.997
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When lambda is close to zero, all estimation techniques perform similar. For instance, the absolute bias and 
MSE values of all tests are lower than 5 × 10-3 for all scenarios.

When the data generated under the normal distribution with sample size n = 20 for λ = -2, -1, 2, JB and SW 
techniques have smaller bias compared to our proposed method. 

In brief, our proposed method seems to be more effective than other methods for estimating Box-Cox 
transformation parameter in most scenarios. However, JB and SW might be preferable when sample size is 
small and estimated transformation parameter is close to 0. 

Table 1

Comparison of our method with six different methods (Continued)

n true λSW λAD λCVM λSF λLT λJB λOM

-5 Bias -0.012 -0.016 -0.017 -0.052 -0.009 0.008 -0.006
MSE 0.273 0.400 0.480 0.280 0.571 0.277 0.293

-2 Bias -0.005 -0.006 -0.007 -0.021 -0.004 0.003 -0.003
MSE 0.045 0.065 0.077 0.046 0.091 0.045 0.047

-1 Bias -0.003 -0.004 -0.003 -0.011 -0.003 0.000 -0.002
MSE 0.012 0.017 0.020 0.012 0.023 0.012 0.012

500 0 Bias 0.000 0.000 0.000 0.000 0.000 0.000 0.000
MSE 0.000 0.000 0.000 0.000 0.000 0.000 0.000

2 Bias 0.005 0.006 0.007 0.021 0.004 -0.003 0.003
MSE 0.045 0.065 0.077 0.046 0.091 0.045 0.047

5 Bias 0.012 0.016 0.017 0.052 0.009 -0.008 0.006
MSE 0.273 0.400 0.480 0.280 0.571 0.277 0.293

Figure 1. Biases of Methods
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MASS R package (Venables and Ripley, 2002). For our analysis, the distribution of white blood count 
(wbc) is examined. This variable shows positively skewed distribution (Figure 2); moreover, the normality 
tests (Jarque-Bera, Anderson-Darling and Shapiro-Wilk tests) indicate that the distribution of white blood 
count is non-normal (e.g.. Shapiro-Wilk normality test: p-value =1.986×10-6).

Figure 2. Left: Histogram (upper) and Q-Q (lower) plot of white blood count before Box-Cox transformation; 
Right: Histogram (upper) and Q-Q plot (lower) of white blood count after Box-Cox transformation.
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transformed data are distributed normally (Figure 2). Moreover, the results of normality tests are provided 
along with p-values in following part.

3.3. Implementation

The proposed methodology is released in “boxcoxmeta” function under AID R package. The estimate 
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R>	library(AID)	
R>	library(MASS)	
	
R>	set.seed(1)	
R>	result	<-	boxcoxmeta(leuk$wbc,	lambda	=	seq(-3,3,0.01),	nboot	=	100,	lambda2	=	NULL,																
plot	=	TRUE,	alpha	=	0.05,	verbose	=	TRUE)	
	
		Box-Cox	power	transformation	via	meta	analysis		
------------------------------------------------------------------------------------------------			
		data	:	leuk$wbc		
	
		lambda.hat	:	-0.05251743		
	
		Normality	tests	for	transformed	data	(alpha	=	0.05)	
------------------------------------------------------------------------------------------------			
														Test		 	 	 Statistic				 P.Value			 Normality	
1						 Shapiro-Wilk		 	 0.9596797		 0.2531485		 Not	reject	
2		 Anderson	Darling		 0.3500850		 0.4515463		 Not	reject	
3				 Jarque-Bera		 	 0.9444637		 0.6236089		 Not	reject	
------------------------------------------------------------------------------------------------			

Here, lambda.hat is the estimate of λ. After transformation, three normality tests assess the normality of the 
variable. Since all p-values are larger than alpha, the normality of transformed white blood count is sug-
gested by Shapiro-Wilk, Jarque-Bera and Anderson Darling tests. 

In boxcoxmeta function, lambda is the vector of plausible transformation parameter. This vector is fixed to -
3:3 (with increment 0.01) as a default. The nboot argument is the number of non-parametric bootstrap samples. 
Default is set to 100. The lambda2 is the constant to add each value making them positive. The plot option 
draws a figure given in Figure 2. Default is set to TRUE. The alpha argument is the significance level to check 
whether normality holds or not after Box-Cox transformation. The alpha argument is set to 0.05 as a default. 

Box-Cox transformation is used to transform non-normal variable to a normal one. Therefore, symmetric 
confidence interval is not appropriate for non-normal data. After transformation, we calculated mean and 
confidence interval for transformed data. After that, we back transform mean and confidence interval to the 
original scale. For this reason, asymmetric confidence interval is appropriate for non-normal data. The confInt 
function is developed and released under AID package to obtain asymmetric confidence interval since the 
original data is asymmetric. This function returns mean, lower confidence limit (LCL) and upper confidence 
limit (UCL) for original scale of data. 
 
R>	confInt(result,	level	=	0.95)	
 
Back	transformed	data		
----------------------------------------------------------------------------	
														 	 Mean						 2.5%						 97.5%	
leuk$wbc		 13064.64		 8148.229		 21200.45	
----------------------------------------------------------------------------	

The usage of mean and confidence interval for such a non-normal data set sometimes becomes inappropriate. 
We reported different usages of mean and confidence interval (CI) in Table 2 to emphasize the difference 
among them. 
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the variable. Since all p-values are larger than alpha, the normality of transformed white blood count is 
suggested by Shapiro-Wilk, Jarque-Bera and Anderson Darling tests.
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Table 2 
Difference among the usages of mean and confidence interval 
Scale of data Mean LCL (2.5%) UCL (97.5%) 
Original data 29165.15 16935.75 41394.56 
Transformed data 7.47 7.18 7.76 
Back transformed data 13064.64 8148.23 21200.45 

 
In our case, the distribution of white blood count is positively skewed in original scale. Moreover, there exist 
possible outliers at right tail of the data (Figure 2). Therefore, mean (2.5% - 97.5% CI) of white blood count 
moves to right. This does not reflect the central tendency of the data. For transformed data, the distribution of 
the data is normal and confidence interval is symmetric; however, scale of the data is not interpretable in clinic. 

The usage of mean and confidence interval for such a non-normal data set sometimes becomes inappropriate. 
We reported different usages of mean and confidence interval (CI) in Table 2 to emphasize the difference 
among them.

In our case, the distribution of white blood count is positively skewed in original scale. Moreover, there 
exist possible outliers at right tail of the data (Figure 2). Therefore, mean (2.5% - 97.5% CI) of white 
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Scale of data Mean LCL (2.5%) UCL (97.5%)
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Back transformed data 13064.64 8148.23 21200.45
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blood count moves to right. This does not reflect the central tendency of the data. For transformed data, the 
distribution of the data is normal and confidence interval is symmetric; however, scale of the data is not 
interpretable in clinic. For back transformed data, scale of back transformed data is same with original data. 
Compared to LCL (2.5%), UCL (97.5%) is further to mean since the original data set is positively skewed. 
Therefore, this usage reflects the central tendency of the data.

4. Conclusion

In this study, a novel technique for the estimation of Box-Cox parameter is proposed. Box-Cox 
transformation parameter estimates are assembled via random effect model in meta analysis. We assemble 
the estimates of the well performed six techniques proposed by Asar et al. (2017). These techniques include 
use of normality tests, Cramer-von Mises, Shapiro–Wilk, Lilliefors, Anderson–Darling, Jarque–Bera and 
Shapiro–Francia tests. For the estimation of Box-Cox parameter, we assemble not only all estimates by 
these methods, but also all possible combinations (63 combinations) of estimates calculated by these six 
methods. 

We implement a simulation study. The combination of Shapiro–Wilk, Jarque–Bera and Anderson–Darling 
tests performs well in most of the simulation scenarios. Therefore, we propose this combination. We call this 
combination ensemble based Box-Cox transformation via meta analysis. Results show that our proposed 
method seems to be more effective than other methods for estimating Box-Cox transformation parameter. 
For an estimate closer to 0, the estimation based on Jarque-Bera and Shapiro-Wilk test might be preferable 
when sample size is small.

The proposed method is released in AID R package under “boxcoxmeta” function. Its implementation is 
conducted on data of leukaemia patients. 
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