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RATIO ESTIMATORS IN POST-STRATIFICATION

Sevil BACANLI"
Eda EVIN AKSU™

In this study, some ratio-type estimators are taken into consideration in literature and
their properties are studied in post-stratification. Mean square error (MSE) of all ratio
estimators in post-stratification is obtained and compared with the MSE of classical
estimators in stratified random sampling. Within the frame work of the data from 2000
General Population size Census of Turkey which was carried out by the Turkish Statistical
Institute (TURKSTAT), average employment has been estimated, and the population is
taken as auxiliary variable by NUTS-1 Level. An application is carried out to show the
superiority of the suggested ratio-estimators in post-stratification under the guidance of
Turkey 2000 Population Census data.

1. INTRODUCTION

A ratio estimate of the population mean Y can be made in stratified random sampling in two
ways. One way is to make a separate ratio estimate of the total of each stratum and weighting these
totals. The other one is combined ratio estimate which is derived from a single combined ratio. From
the sample data, we compute sample mean of the variates in stratified random sampling (y;) method
are computed as such

Vs = 221 Whyn Xs = Zf1=1 Whyip (1)

where £ is the number of stratum, W, = N, /N is stratum weight, N is the number of units in
population, N, is the number of units in stratum h, ¥, is the sample mean of variate of interest in
stratum h and X, is the sample mean of auxiliary variate in stratum h. The separate ratio estimate (¥, )
and the MSE of this estimator are given by

Vor = 1;l:ll/l/h z_:)?h ) (2)
MSE(5,,.) = Y _ W2 (1‘—“ S2 4+ S2 R2 — 2R, S
ysr) - Zh=1 h nn ( yh + xh*‘h h xyh)

1-Fp) &
= Z;l=1 Wf? (n_hh) Yhz (Cf%y + Ci%x - phxyChyChx) (3)

respectively. Here y,, is the sample mean of the study variable in stratum h; x;, is the sample mean of
the auxiliary variable in stratum h; f;, = n,/Ny; n;, is the sample size of the h. stratum and Ny, is the
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2 2

Bk (v =7n) 2 _ e (o)
————=and Sy, = ———+
Np—-1 Np—-1
Zli\,:’ll(Yhi_Yh)(xhi_Xh)

Np—1

population covariance between the auxiliary and study variables, R, = V},/X,, is the population ratio of
. .. ) s2 2
is the coefficient of correlation between x and y; C7, = % and C2, =
h

v2
Xp

population size of the h. stratum. In the equation (3), S§h = are

population variances of auxiliary and study variables in stratum h, Sfyh = is the

S
h. Stratum ; ppyy = —=2

thshy
are the coefficient of variation of y and x in stratum h. It should not be forgotten in here, it is assumed
that the population mean X of the auxiliary variable x is known (Cochran, 1977; Singh, 2003).

When the population coefficient of variation C4 and kurtosis 82(x) of the auxiliary variable, are
known, Sisodia and Dwivedi (1981) (¥sp), Upadhyaya and Singh (1999) suggest ratio-type estimators
(Vsk» Vusi» Yusz ) for Y in simple random sampling as

Ysp =Y i:gj = %XSD 4)
Vsk =7%=%_ﬂ( ®)
Yus1 =Y );522((;)):5: = fjﬂ Xys1 (6)
Yusz = yLoth _ 7 Xus2 (7)

XCx+P2(x) Xus2

The MSE equation of these estimators are given by

MSEFsp) = LT[ + C2a? - 2apy, €y Gy ®)
=\ = =P a2 202 _

MSE (Jsi) = —=Y [C2 + C26% — 285, C,Cy ] (9)

MSE(Jye1) = EL2¥2[¢2 4 202 — 21p...C,C 10

(yU51) n [ y + xTC T[pxy y x] ( )

MSE (5ys,) = 222 72[c2 + c202 — 20p,,.,C,C 11

(yUSZ) n [ y + x pxy y x] ( )

where @ = X/(X + C), 6 = X/(X + B2(x0)), m = XBo(x) /(X2 (x) + Cy),
0 = XCx/(XCx + B2 (x)).

These estimators are developed by assuming that the sample is selected from the population
with equal probability under simple random sampling. Kadilar and Cingi (2003) analyze these
estimators for combined ratio estimator in the stratified random sampling and Rueda et al. (2006),
Bacanli and Kadilar (2008) examine them under the light of various sampling designs. However, none
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of these studies examined those estimators within the frame of the post-stratified sampling. Therefore,
this paper aims to investigate these ratio-type estimators, by using post-stratified sampling.

Post-stratification is a method of estimation that is very popular among survey practitioners.
Holt and Smith (1979) describe the post-stratification as follows: Firstly, the sample is selected and
then this selected sample is divided into groups such as age, gender, region, occupation and other
factors. The reason behind the usage of post-stratification after sampling is that the information for the
classification of the sampling units cannot be achieved prior data collection or is very high priced to
use when creating sampling strata (Cervantes and Brick, 2009).

Two important problems can occur within the process of application post-stratification. The
first of these problems is the empty strata. The estimations regarding the population cannot be
calculated in the case of empty strata. This problem can be solved by combining the strata. However,
this is a difficult and time-consuming process in the surveys. The other second problem in stratification
is that the strata size in population cannot be known before (Bethlehem and Keller, 1987).

A number of articles have been written about the usages and benefits of post-stratification. For
instance, Zhang (2000) examined a calibration estimator in post-stratification. Liu (2002) applied a
three-stage sampling procedure to the estimation of mean in post-stratification. Kim et al. (2007)
suggested findings from their research which is specific to cell collapsing in post-stratification. Kim
and Wang (2009) proposed a simple second-order linearization variance estimator for the post-
stratified estimator of the population total in two-stage sampling. Martinez et al. (2011) proposed a
post-stratified calibration estimator for estimating quantiles.

In this study, firstly ratio estimators are considered within the frame work of separate ratio
estimate (Vsrsp, Vsrsk» Vsrusi» Vsrusz) In the stratified random sampling. These estimators are given
below:

Vsrsp = Dh=1InWh gﬂ—gh’i; (12)
Forsic = Thon InWa (erbit] (13
Frust = Zher TWi g oo (14)
Forusz = Ther TnWp GreelanC) (15)

MSE equations of these estimators are given by:

— (1-fr) &
MSE(yerD) = Z%l:l th nhh Yhz [C}%y + C}%xaizz - Zahphxychychx] (16)

_ (1-fn)
MSE(yerK) = 2;121 Wh? nhh

17!12 [Ci%y + Ci%xé‘izz - 26hphxychychx] (17)
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= a=rn)

MSE (Jsrus1) = Zh=1 Wit Vi |Chy + Ciixmiy, = 2Py Cry Ce ] (18)
_ (a-fn) o

MSE()’srUSZ) = Zﬁl:l th nih Yh2 [Cf%y + Cf%ngzl - Zehphxychychx] (19)

Where ay, = X,/ (Xp + Cry), 61 = X/ (X + Bon (%)),

Ty = XpPan (%) / XnPan(x) + Cpy) and 0, = X Cry/ (XpCry + Bon(x)).
2. THE SUGGESTED ESTIMATORS

Post-stratification is often used in sample surveys, when the identification of stratum cannot be
achieved in advance. In a post-stratified sampling scheme a sample of n units is first selected from the
population of N units by using simple random sampling. The population is stratified into L strata on the
basis of some known auxiliary information. In post stratified sampling, the values of Np, where
h=1,2,...,.L and N = ¥f_; N, may or may not be known for each sample unit which is selected with
the chosen design. Then post-stratified or placed in the h™ stratum based on the auxiliary information
associated with each sampled unit such as n = Yk_, nj,. Thus the difference between stratified and
post-stratified sampling schemes is that in stratified sampling the sub-sample size ny is a fixed or
predefined number in stratified sampling, whereas it is random variable in post-stratified sampling
(Singh, 2003).

For the post-stratified sampling, the ratio estimator (y,,) can be written as

Vpr = Zii=1 Wazt X, (20)

This estimation is called as the separate ratio estimation, when the strata are identified before
the sampling process in stratified sampling. The stratum totals must be derived from the frame or from
a reliable external source (Sdrndal et al., 2003).

In post-stratification, estimator n, are random variables. If n,, were fixed, post-stratified ratio

estimator would function as separate ratio estimation in the stratified sampling under proportional
allocation. If n;, were fixed, the MSE of the separate ratio estimator (¥, ) is

_ 1-fp\ =
MSEFsy) = Shey Wi (522) T2(Chy + Che = Pray Ciny Cie) (21)

It can be defined that Hy, = ¥}2(CZ, + CZ; — PrxyChyChx ). Then, the equation will be

— Np—
MSE(YS?‘) = ;'121 th( . nh) Hpr

Npnp

1 1
= Z%’l=1Wf?Han_h_ﬁZ%l=1Wh Hy,, . (22)



RATIO ESTIMATORS IN POST-STRATIFICATION 7

In this situation, a general expression for MSE(ypr) can be approximated by replacing 1/n;,
with its expected value.

It is difficult to find the expected value of the reciprocal of a random variable; a good
approximation can be given as (Hansen et al., 1953),

E() =+

1 (1-Wp)
nwy n2Zwp

~

(23)

By replacing this with 1/n, in equation for MSE of the separate ratio estimator, MSE of the post-
stratified ratio estimator would be

_ 1 1
MSE(ypr) = Z%L=1 WhZHpr E(n_h) - EZ%L=1 Wh Hpr

1 (1-wpy) 1
= Thes W2 Hyr (- + Sl = 3 Thos Wiy

nZwp
1
= Z =1 Wh pr + Z 1Hpr(1 - Wh) - ﬁZh=1Wthr
1- 1
= TfZ%Fl Wthr + 52%1:1 Hpr(l - Wh) : (24)

Ratio estimators in post-stratification are same as the separate ratio estimators in stratified
sampling. But MSE equations differ in these methods.

The estimators given in the Section-1 are combined with post-stratified ratio estimator given in
(20), following estimators (Ypsp, Ypsk» Ypusi» Ypusz2) are proposed as such:

Ypsp = Zh=1YnWn % (25)
Tosic = Zhoy TaWy et (26)
Fpus1 = Thor T R @7)
}_’pusz = Zﬁ=1 thhM : (28)

(ZRChx+B2n(x))

By using (24), the MSE of the proposed estimators can be given as

_ 1-f 1
MSE(YpSD) = TZﬁzl WhHysp + ;2%:1(1 — Wh) Hpsp (29)
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— X
where Hysp = Y7 (Cyp + Cintfy = 2pxynCaCyan) » @n = 3o
— _1-f¢L 1 $L
MSE(ypSK) == h=1 Wy Hysk + ;211:1(1 — Wh) Hysi (30)
— X .
where Hysx = Y7 (Clh + Cin0i = 2PynCxCy8n), On = 55—
— _1-fyL 1 $1L
MSE(ypU51) ==~ h=1 WihHpys1 + FZhﬂ(l — Wh) Hyys1 (31)
_V _ XpBanx)
where Hyysy = Y2 (Cn + CinTti = 20xynCxCymtn), T = 5305
— _1-f¢L 1 3L
MSE (¥pus2) = — Lh=1 WhHpys1 + §2h=1(1 — Why) Hpysq (32)
where Hys, = T2(C2, + C2,02 — 2pyynCrCy0p), Oy = —hx
pUS2 h \“~yh xhvYh xyh“xt“yYh ), Yh nChxtBan(x)

3. APPLICATION AND MAIN RESULTS

As the numerical example, the data from 2000 Population and Housing Census of Turkey
which was carried out by the Turkish Statistical Institute is used, average employment is estimated as:
y: employment (study variable), x: population (auxiliary variable) for each of the 12 regions within the
Nomenclature of Territorial Units for Statistics (NUTS-1) level. For this data set, each regions are
considered as a population (TRy, TRz, TR3, TRs, TRs , TRg, TR7, TRg, TRg, TRa, TRg, TRc).

Turkey is divided into 12 regions on the basis of the Nomenclature of Territorial Units for
Statistics level. Regions and cities in the each region are given in the Table 1.

In the study, population in employment defined as the persons who take place in an economic
activity at least one hour on the reference date either as a regular or casual employee or as unpaid
family worker for an income either in kind (good) or in cash (money) and who is 12 years of age or
over (TURKSTAT, 2003). The persons with unknown employment status are not covered in the study.

Consequently, persons who are at the age of 12 or older in the population of cities and villages
are taken into consideration in accordance with the definition of employment. City population can be
defined as the population of municipal areas of the province and district centers, while village
population can be defined as the population of sub-districts and villages.

Administrative units are taken as a sampling unit, whereas the distinction between city and
village area is taken as a stratification variable. In order to estimate the average employment of the
regions in NUTS-1 level, it is determined that the margin of error d=200 and risk a= 0,05.

In stratified random sampling (SS), population is stratified into strata and then samples are
selected from each stratum by using Neyman allocation. On the other hand, in post-stratified sampling
(PS), firstly, a sample of n units is selected with using simple random sampling without replacement
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and then, the sample size is stratified in to strata. The sample size and the statistics of regions are given
in Table-2 for each sampling scheme. However, since the sample size which is calculated for TR-1
region is equal to the population size, the MSE of the ratio estimators for this region cannot be
calculated, so this region cannot be included to the application.

Table 1. Cities and regions in NUTS-1 Level

NUTS-1 Cities NUTS-1 Cities
Kirikkale, Aksaray,
Nigde, Nevsehir,
TR1 TRY7 Kirsehir, Kayseri,
(istanbul) Istanbul (Central-Anatolia) Sivas, Yozgat

Zonguldak, Karabiik,
Bartin, Kastamonu,

TR2 Tekirdag, Edirne, TR8 (Sianklrl, Sinop,
(Western- Kirklareli, Balikesir, (Western- Tarl?stur,lé,\ Corum,
Marmara) Canakkale Blacksea) oKat, Amasya

[zmir, Aydin, Denizli,

Mugla, Manisa, Trabzon, Ordu,
TR3 Afyon, Kiitahya, TR9 Giresun, Rize, Artvin,
(Aegean) Usak (Eastern Blacksea) Gilimiishane

Bursa, Eskisehir,

TR4 Bilecik, Kocaeli, TRA Erzurum, Erzincan,
(Eastern- Sakarya, Diizce, (Northeast- Bayburt, Agri, Kars,
Marmara) Bolu, Yalova Anatolia) Ardahan
TR5 TRB Malatya, Elaz1g,
(Western- Ankara, Konya, (Eastern- Bing6l, Tunceli, Van,
Anatolia) Karaman Anatolia) Mus, Bitlis, Hakkari
Antalya, Isparta, Gaziantep,
Burdur, Adana, Adiyaman, Kilis,
Mersin, Hatay, TRC Sanliurfa, Diyarbakir,
TR6 Kahramanmaras, (Southeastern- Mardin, Batman,

(Mediterranean) Osmaniye Anatolia) Siirt, Sirnak
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Table 2. Data Statistics and sample size for post-stratified (PS) and stratified random sampling

(SS)
Regions Strata  Nj ':: if Y X Sz S2 p B.x)  Cx
City 32 32 32 91524,03 283.924,97 3.463.599.046,55 34.847.228.468,87 0,991 052 0,43
TR1  village 214 214 214 253566  4.36045  52.889.12546  167.619.986,90 0,999 7563 8,82
Total 246 246 246 14.111,38 40.726,57 1.383.997.448,52 13.435.248.085,12 0,994 12,10 8,10
City 57 9 9 910963 2318398  165.173.697,1 1.576.655.334,00 0,989 93 1,71
TR2  village 2.272 460 347 37751 474,72 333.710,85 843.39524 0987 97,61 1,93
Total 2329 469 356 591,22 1.030,5 6.120.042,14 57.017.11537 0986 39572 7,33
City 129 50 44 1238296 34.382,61  809.395.273,1 5.854.780.666,00 0,996 3346 2,23
TR3  vVillage 4.306 1.622 1.479 542,17 637,31 641.415,5 967.330,25 0996 49,09 1,54
Total 4435 1.672 1.523 886,58  1.618,86  27.948.620,36  202.120.344,30 0,993 1083,86 8,78
City 81 39 36 13.656,14 38.09516 945.480.731,00 7.087.960.254,00 0,997 14,33 2,21
TR4  village 3.017 1.463 1.351 407,91 496,01 1.489.859,89 2.566.22539 0,997 871,94 323
Total 3.098 1.502 1.387 754,29  1.479,07  30.344.502,96  221.598.96570 0,991 624,15 10,1
City 61 48 49 2292831 64.472,36 2.604.605.52500  16.830.189.341 0,993 8,77 2,01
TR5  Village 1.880 1.556 1.510 477,62 584,38 646.594,50 1.190.710,77 0,982 76,86 1,87
Total 1.941 1.604 1.559 1.183,18 259219  96.580.325,11  646.311.738,10 0,993 367,76 9,81
City 91 33 39 12.857,87 43.208,53 916.596.096,00 9.170.787.191,00 0,993 19,09 2,22
TR6  village 3.304 1516 1.401 650,39 806,07 1.501.612,65 2.784540,05 0,989 13228 2,07
Total  3.395 1.549 1.440 9776  1.94263  29.655.576,27  292.810.181,20 0,985 751,21 8,81
City 84 13 9 585371 2138437 15225591880 1.697.373.95500 0,995 1252 1,93
TR7  village 3.341 388 341 337,23 407,74 322.150,00 513.569,23 0,995 344 1,76
Total 3425 401 350 47252 922,21 4.733.290,02 52.176.529,61 0982 587,44 7,83
City 105 3 4 53847 18120,11 122.826.551,00 1.201.758.891,00 0,993 36,18 1,91
TR8  village 5.654 259 218 27455 337,41 173.531,09 397.270,08 0,969 744,38 1,87
Total 5759 262 222 367,72 661,63 2.856.807,15 27.762.058,70 0,985 1657,62 7,96
City 79 6 5 397234 1520111  56.995.016,89  549.432.89520 0,992 26,4 1,54
TRY  vVillage 2.637 203 175 379,45 467,89 363.117,01 588.347,24 0,993 26,98 1,64
Total 2716 209 180 483,95 896,43 2.354.669,06 22488.481,83 0,96 69584 5,29
City 57 2 4 470784 16.606,54 116.160.95520 1.452.467.676,00 0,991 37,08 2,29
TRA  village 3.125 220 192 221,25 264,12 90.654,64 140.329,42 0,996 43,37 142
Total 3182 222 196 301,62 556,86 2.488.226,11 30.407.781,65 0985 1.869,18 9,9
City 70 8 7 521267 2045821 14147887630 2.151.065.028,00 0,996 21,07 227
TRB  vVillage 3.011 332 295 308,63 369,24 282.567,67 43542057 0,997 62,81 1,79
Total 3.081 340 302 420,05 825,66 3.979.804,59 57.578.55527 0,98 957,78 9,19
City 77 8 11 872432 3575657  369.350.947,4 4.817.432.866,00 0,982 1258 1,94
TRC  village 4.021 678 592 320,38 383,95 431.708,92 765.952,83 0,997 1.617,67 2,28
Total 4.098 686 603 478,29  1.04859 8.577.706,63 113.189.623,7 0,974 766,58 10,2
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Within the frame work of the above results (Table 2), the MSE and the efficiency for all the
estimators in post-stratification and stratified random sampling, are calculated for every 11 regions.
The efficiency of each estimator in post-stratification with respect to the sample mean of a stratified
random sampling is defined as follows:

_ MSE(@¥sr)

9(37) — rcr/= N

MSE(yp.)
where MSE (ys,.) is the mean square error for each estimator which is suggested in stratified random
sampling for separate ratio estimate while MSE (3, is the mean square error for each estimator which

is suggested in post-stratified sampling.

Therefore, the efficiency of ratio estimators which are suggested in post-stratification with
respect to the stratified random sampling, a comparison is carried out for 11 different data sets.

In Table 3 and Table 4, the MSE and efficiency for estimators given in Section 2 are presented.
Based on these results, it is noticed that the suggested estimators in post-stratification have the highest
efficiency, i.e., they have smaller MSE than separate ratio estimate.
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Table 3. MSE(y,,.) and MSE(y, ) of estimators ¥, ,¥Vsp, ¥sk, Yus1, Yus2

according to data of regions

E(ysr) Classical-

S
\l‘_a\ Ratio-R SD SK uUS1 us2
Regions
TR-2 742.32 739.77 683.78 742.26 700.44
TR-3 86.74 86.72 86.85 86.74 86.36
TR-4 65.57 64.95 273.71 65.57 113.08
TR-5 224.80 224.78 223.74 224.80 223.86
TR-6 179.00 178.69 173.58 179.00 172.65
TR-7 161.46 161.24 161.14 161.46 159.93
TR-8 263.98 261.51 467.79 263.98 334.96
TR-9 467.03 466.80 469.36 467.02 467.23
TR-A 164.19 163.96 167.27 164.19 164.77
TR-B 81.84 81.53 90.69 81.83 82.60
TR-C 480.73 479.95 841.09 480.74 693.46
MSE(y,) .
Classical- - o SK us1 Us2
. Ratio-R
Regions

TR-2 602.24 600.37 560.17 602.19 572.17
TR-3 76.53 76.51 76.63 76.53 76.20
TR-4 58.21 57.68 237.57 58.21 99.15
TR-5 213.81 213.80 212.92 213.81 213.01
TR-6 165.80 165.54 161.07 165.80 160.24
TR-7 161.08 160.91 160.92 161.08 159.82
TR-8 250.39 248.33 422.28 250.39 310.33
TR-9 441.27 441.10 443.71 441.26 441.74
TR-A 207.52 207.31 210.04 207.52 207.95
TR-B 82.92 82.66 90.68 82.92 83.60
TR-C 434.40 433.74 743.88 434.41 617.09

The best estimators are highlighted in bold.
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Table 4. Efficiencies of estimators in post-stratification ()
with respect to separate ratio estimators (y, )

e(y) Classical-
%\ Ratio-R SD SK ust  Us2

TR-2 1,2326  1,2322  1,2207 1,2326  1,2242
TR-3 11334 1,1334 1,1334 1,1334 1,1333
TR-4 1,1264 1,1260  1,1521  1,1264  1,1405
TR-5 1,0514 1,0514 1,0508 1,0514 11,0509
TR-6 1,0796  1,0794 10777 10796 1,0774
TR-7 1,0024 1,0021 1,0014 1,0024 1,0007
TR-8 1,0543 1,0531 11,1078 11,0543 1,0794
TR-9 1,0584 1,0583 1,0578 11,0584  1,0577
TR-A 0,7912 0,7909 0,7964 0,7912 0,7924
TR-B 0,9870 0,9863 1,0001 0,9869 0,9880
TR-C 1,1067 1,1065 1,1307 1,1067 11,1238

The best estimators are highlighted in bold.

The striking feature of the Table 3 is that the proposed estimators in post-stratification are
uniformly most efficient for all the 9 data sets except 2 of them.

In addition, it should be pointed out that the order of MSE values of the estimators from smaller
to bigger is similar in both post-stratification and separate ratio estimate.

Ratio estimators ( ¥, ¥sp, Vsk» Yusi, Yusz ) Which are examined in this study are studied
according to simple and stratified random sampling in literature before whereas in this study, these
ratio estimators are suggested for post-stratified sampling. In addition to that, the MSE of these
estimators are calculated for 11 different data sets and their efficiencies are calculated by comparing
them with stratified random sampling. As a consequence, it is seen that ratio estimators are more
effective in post-stratification.

It is under consideration that in subsequent studies, the usage of regression estimators in post-
stratification will be examined and they will be compared with ratio estimators.
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OZET

SONRADAN TABAKALAMADA ORANSAL TAHMIN EDICILER

Bu c¢aligmada, literatiirde verilen oransal tahmin edicilerin sonradan tabakalama yonteminde
kullanimi1 incelenmistir. Hata kareler ortalamasi (HKO) elde edilmis ve tabakali rasgele drneklemede
verilen oransal tahmin edicilerin HKO ile karsilastirilmistir. Tiirkiye Istatistik Kurumu tarafindan
gerceklestirilen 2000 Tiirkiye Genel Niifus Sayimi sonuglarindan idari birim bazinda istihdam ve niifus
degerleri kullamlarak Istatistiki Bolge Birimleri Siniflamasi Diizey-1 bazinda ortalama istihdam
tahmin edilmistir. Uygulama sonuglarina gore sonradan tabakalama ic¢in Onerilen oransal tahmin
edicilerin daha iyi sonug verdigi gosterilmistir.



