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Abstract 

Very successful results have been obtained in areas such as computer vision and voice recognition when applying deep learning 

methods. Technologies that facilitate the lives of people have been developed as a result of the successes of deep learning within 

these areas. One of these technologies is voice recognition devices. Research has shown that these devices do not give good results 

in noisy environments; although, they do give good results in silent environments. With deep learning methods, voice recognition 

in noisy environments can be achieved using visual signals. Thanks to computerized vision, the success of voice recognition devices 

can be increased with the analysis of human lips in order to determine what the speaker is saying. In this study, lip-reading studies 

using deep learning methods published between 2017 and 2020 were examined and data sets were introduced. As a result of the 

study, it is seen that CNN and LSTM architectures are used more intensively in lip-reading studies, hybrid models are preferred 

more and the success rates are increasing day by day. In this context, it is seen that technologies that can be used in line with the 

need can be developed by conducting more academic studies on lip reading. 
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1. Introduction 

 

Technology is used to solve many modern problems in the daily lives of society. With technology, individuals have had increasingly 

easy and more comfortable living conditions. Technology is now used in nearly every domain including the household, health, and 

industry. The most current advancements in technology can be seen within technological devices. These devices have been developed 

over time and focus on solving problems for the user. The quality of life for individuals is enhanced, especially in regard to devices 

which are made for the health field. Although quality of life does include health and wellness, it can be further defined as a standard of 

excellence or quality in all arenas of life, over a lifetime (Doğan et al. 2016). From this point of view, the aim of technology is to 

increase social well-being. From this point of view, the quality of life is increased by developing solutions for negative situations in 

people's health with technology. People's health problems seem to increase as they age (Olgun et al. 2013). As a person ages, there is a 

higher probability of hearing loss, which is one of the three most common diseases observed in old age (Erdoğan, 2016). Hearing loss 

has major negative impacts on quality of life (Mulrow et al. 1990). People who had once had clear hearing but later in life encounter 

hearing loss often isolate themselves from society. It has also been shown that hearing loss among the elderly has a strong correlation 

with depression (Mulrow et al. 1990). Hearing loss, which can lead to isolation and depression, undoubtedly decreases the quality of 

life in the elderly. This decrease related to hearing loss can cause further social, emotional, and communication difficulties (Yueh et al. 

2003). On the other hand, it is also known that individuals with innate hearing-impairment invariably experience these difficulties. In 

this context, it is imperative that new technological solutions are developed that are relevant for individuals with hearing loss. 

 

Three current solutions which have been developed for aiding individuals with hearing loss include in-ear hearing aids, sign language 

recognition technology, and lip-reading. When studies concerning the effects of hearing aids on quality of life are examined, it is seen 

that the devices have a positive impact (Mulrow et al. 1992),(Hamurcu et al. 2012). In a study made by Hamurcu et al. in 2012, it was 

observed that 82% of individuals using hearing aids had seen a rise in their quality of life (Hamurcu et al. 2012). It is also known that 

hearing aids which make speech audible, lose their clarity—notably, in noisy environments (Gogate et al. 2020) In the study by Kahveci 

et al., it was concluded that the noise issues experienced while using the hearing aid devices negatively affected the satisfaction of the 

individuals (Kahveci et al. 2011). It can be said that sign language is a tool which facilitates communication between those who do not 

have hearing loss and those who have innate hearing-impairment. Sign language is useful because of its ability to provide 

communication within a community (Cheok et al. 2019).  

 

The inadequacies of hearing aids led people to sign language to continue communication. Here, in order to be useful to people, systems 

that recognize sign language are being developed. These systems are used with existing computers, game consoles and mobile 

applications. Computer vision, machine learning and deep learning are used in the infrastructure of sign language recognition systems. 

The upper component of all these structures is artificial intelligence. The fact that it has achieved significant success these days is due 

to the academic studies carried out for many years. 

 

Turing, in his work in 1950, "Can machines think?" raised the question which led to the discussion of machine intelligence (Turing, 

1950). Discussions on machine intelligence began and the concept of artificial intelligence emerged just 6 years later. The concept of 

"artificial intelligence" was used for the first time in 1956 by John McCarthy (Russell, 2016). The concept of machine learning emerged 

along with the concept of artificial intelligence. Alpaydın (2020) defines machine learning as computers which have been programmed 

to optimize a performance criterion by using past experiences or data (Alpaydin, 2020). As a result of these optimizations, many 

methods of machine learning have emerged to date. Artificial neural networks (ANN), is one of the most important areas of machine 

learning (Ergezer et al. 2003). In 1957, Rosenblatt defined the concept of "perceptron", which forms the basis of ANN (Rosenbaltt, 

1957). As a result of Minsky and Papert (1969) stating that the XOR problem could not be solved with perceptron, progress in the field 

of artificial intelligence was disrupted for a while (Minsky & Papert, 1969). However, Rumelhart et al. (1988) proposed that Multi-

Layer Perceptron (MLP) could also solve the XOR problem and the importance of ANN increased once again (Rumelhartet al. 1986). 

Occasionally, work in the field of artificial intelligence has been stagnate, such as the period of time when the XOR problem was 

unsolvable. These periods have been labelled "artificial intelligence winter", and has occurred throughout the late 1960s to the early 

1970s and during the late 1980s (Bollier, 2017). 

 

In 1998, Yann LeCun et al. used Convolutional Neural Networks (CNN) in the MNIST dataset to classify characters; as a result of their 

success, CNN came to the forefront of the field (LeCun et al. 1998). CNN (or ConvNet) is a specialized form of MLP—inspired by 

ANN—used in classification, image recognition, object recognition, and natural language processing. CNN is a form of deep learning, 

which is a method that has grown in popularity in recent years (Arı & Hanbay, 2019). The real breakthrough in the field of deep learning 

occurred in 2012. Ranking first in the ImageNet competition of that year, a research group headed by Hinton, had been able to reduce 

the Top-5 error rate from 25.8% (of the previous year) to 16.4% (Krizhevsky et al. 2012). With this new architecture, called AlexNet, 

deep learning studies earnestly resumed. Not only powerful hardware, large datasets, and large models but also the development of 

architectures and algorithms played an important role in increasing the progress of deep learning research (Szegedy et al. 2015). 

Architectures continued to emerge as new algorithms were developed; in later years, at the ImageNet competition groups such as 

VGGNet (Simonyan & Zisserman, 2014), GoogleNet (Szegedy et al. 2015), ResNet (He et al. 2016) persisted in gradually decreasing 

the error rate. 
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The architectures used in deep learning methods and the results that improve day by day have led many scientists to this field. With 

more contributions from scientists, computer vision, machine learning and deep learning have started to get very successful results in 

the last few decades. In this process, it is seen that significant improvements have been made especially in the field of health. Thanks 

to computer vision, systems are being developed to assist doctors on MRI, ultrasound and X-ray images. As these systems develop, 

people will be able to achieve health and improve their quality of life. Lip reading is also one of the areas that will improve the quality 

of life of people with hearing impairments and better results can be achieved as technological developments such as artificial 

intelligence continue. In this article, lip-reading studies which use deep learning methods are examined. Lip-reading is the process of 

understanding speech from lip movements. Due to the fact that images of the mouth region are more successfully analyzed by 

researchers when utilizing deep learning methods, lip-reading studies have become a subject of interest within deep learning. After 

2012, the number of studies on deep learning increased and new architectures began to emerge. Lip-reading studies which have been 

published in recent years, include methods that use different architectures and hybrid structures with have the highest performance rate. 

Lip-reading research using deep learning methods, that have been conducted between 2017 and 2020, have been included in this study. 

 

Following this introduction, ANN which is a pioneer for many technological developments and provides the basis for increased success 

rates—are introduced in the second section. The third section will examine deep learning architectures which are also a sub-field of 

machine learning and is an additional reason why this study was conducted. Lip-reading will be discussed in the fourth section while 

different datasets will be reviewed in the fifth section. In the final section, lip-reading studies using deep learning architectures are 

presented. 

 

2. Artificial Neural Networks 

 

ANN are structures that are created by modelling the human brain and how it utilizes its connections, which allow us to process 

information in tandem or sporadically (Uğur & Kınacı, 2006). Each individual structure such as neurons and dendrites existing in the 

human brain have its counterpart in ANN. 

 

McCulloch and Pitts conducted the first study on ANN in 1943 (McCulloch  & Pitts, 1943). This study has been used in many different 

areas and this subject has developed substantially since its first conception. ANN is used frequently in fields such as voice recognition, 

optical character recognition, robot controls, image processing, and face recognition (Ergezer et al. 2003). Artificial neural networks 

have achieved very successful results in these areas. In the following years, deep learning architectures were created by increasing the 

number of layers in artificial neural networks. 

 

3. Deep Learning 

 

The widespread use of the Internet has led to the frequent use of social media and the production of data—such as photographs, videos, 

text sharing, and internet records—which has led to the creation of datasets called “big data” (Ertam & Aydın, 2017). Artificial 

Intelligence studies have gained momentum in obtaining sufficient data through big data and increasing computing power parallel to 

GPUs. Computing power has enabled more data layers to be employed in ANN. With the addition of such numerous layers, deep 

learning methods have emerged. 

 

Deep learning falls under the category of machine learning, which falls under the field of artificial intelligence. Unlike machine 

learning, deep learning performs feature extraction processes within its data layers. In Figure 1, machine learning and deep learning 

are shown. 

 

 
Figure 1. Machine learning and deep learning (Amanullah et al. 2020) 

 

As seen above, the fact that deep learning is not overly involved with feature extraction is a major factor in its increase in popularity. 

Another factor is that it allows multiple applications to be feasible. Deep learning can easily perform applications such as classification, 

regression, segmentation, transfer learning, and adaptation. In these applications, different deep learning architectures are used. 

Architectures frequently used in deep learning include Recurrent Neural Networks (RNN), Convolutional Neural Networks (CNN), 

Long-Short Term Memory (LSTM), and Deep Belief Networks (DBN). 
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3.1. Recurrent Neural Network 

RNN, originally introduced by Hopfield in 1984 (Hopfield, 1984) is an ANN class in which connections between units form a unified 

directional loop (Pang et al. 2020). As opposed to Forward Networks, where inputs are not dependent on previous input, RNN evaluates 

inputs not only instantaneously but also based on previous inputs. Thus, a temporal structure is formed dynamically in the network. 

The temporal structure is updated according to the values of the new state and of past states (Bacciu et al. 2020). Thanks to this structure, 

RNN is capable of understanding the structure of multiple data such as text, speech, and various sensors depending on time or statistical 

data. 

 

3.2. Convolutional Neural Network 

Looking at multiple definitions of CNN, it is emphasized that it is a deep learning tool (Yang et al. 2020) for image analysis as well as 

a feed forward ANN class (Sam et al. 2019) for analysing visual images in machine learning. With these definitions, CNN is a deep 

feed forward neural network class. CNN was first introduced in 1998 by LeCun and his team (LeCun et al. 1998). After this date, it 

has been widely used in image processing studies. In a network within CNN, an input image is taken and the image is classified into 

certain categories. It performs these operations on the matrix which allows the computers to see the image. Throughout these operations, 

matrices are subjected to a series of convolution processes. Thanks to the convolution process, qualitative features in the image appear, 

such as sharp edges and corners. This is done by using filters such as 3 x 3, 5 x 5, or 7 x 7 (UNIT) on the image. A basic CNN structure 

consists of convolution, activation, pooling, and fully connected layers.  

 

3.3. Long-Short Term Memory 

LSTM is an RNN structure which models time sequences more accurately than traditional a RNN (Sak et al. 2014). LSTM is a special 

class of RNN structures (Pang et al. 2020); it is often used for time series tasks (Chen et al. 2020). LSTM was developed by Hochreiter 

and Schmidhuber in 1997 to edit the vanishing gradient problem in RNN (Hochreiter & Schmidhuber, 1997). By adding a gate to the 

cell, they increased the capacity of the standard cell (Yu et al. 2020). 

 

3.4. Deep Belief Networks 

DBN is a component of Restricted Boltzmann Machines (RBM) that use Gibbs sampling to train parameters (Farsal et al. 2018). Within 

RBM that use a single hidden layer, it was not easy to capture hidden properties of data (Chen et al. 2015). Therefore, DBN was created 

with a probability model, which was added to the stack, for multiple restricted Boltzmann machines (Lv & Qiao, 2020). DBN has a 

strong structure thanks to its layered learning method whereby it reconstructs both learning-capable vectors and input vectors (Saif et 

al. 2018). DBN has many characteristics such as feature extraction and classification which are applied in image processing and 

speaking (Keyvanrad & Homayounpour, 2014). 

 

4. Lip-Reading 

 

Image processing, which is used in many fields, has been applied with deep learning methods in recent years. This process has been a 

helpful tool—especially in the medical field—because it not only assists in understanding the genetics of diseases but also recommends 

to doctors correct diagnosis and treatment methods (Esteva et al. 2019). It is widely used in autonomous car technologies, which is the 

way of car technology today (Fayjie et al. 2018). It is also seen in systems such as face and voice recognition, license plate recognition 

(Bayram, 2020), and fingerprint readers (Akmese et al. 2019). 

 

Lip-reading problems are issues that can be solved with image processing. In the earliest studies on lip-reading, the region of interest 

(ROI) was extracted and attempts were made to develop speech defining models (Dupont & Luettin, 2000; Potamianos et al. 2004; 

Matthews et al. 2002).  Moreover, when we look at studies that came later, it is clear that machine learning and deep learning methods 

were used. CNN and LSTM architectures in particular are principally used in lip-reading research associated with deep learning 

methods.  

 

Lip-reading is a way for visual and audio signals to support the understanding of a speaker. Lip-reading studies utilizing deep learning 

methods, which have been conducted with in recent years, are examined in this article. These include surveys conducted by Potamianos 

et al. in 2004 (Potamianos et al. 2004) Zhou et al. in 2014 (Zhou et al. 2014), and Fernandaz and Sukno in 2018 (Fernandez-Lopez & 

Sukno, 2018). 

 

For deep learning architectures, it is essential that there is a sufficient amount of data and that it can be interpreted. The success of deep 

learning architectures is affected by the amount of data within a dataset, the difference that are able to reflect the real world, and the 

fact that the data is clear and understandable. In order to compare the success of architectures, it is observed that certain datasets are 

used more often in some subjects, similar to the ImageNet datasets that were used in the image recognition competition described 

earlier. Similarly, it is seen that certain datasets are used more in lip-reading research. 
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5. Datasets 

 

In lip-reading studies, it has been noted that some research uses its own datasets, albeit a small number (Lu & Yan, 2020; Goh et al. 

2019). Generally, studies are conducted on commonly used datasets (Petridis et al. 2020; Mesbah et al. 2019), known to be OuluVS2 

(Anina et al. 2015), AvLetters (Matthews et al. 2002) and GRID. The datasets examined in this section are the most used datasets in 

the articles reviewed in this study. These datasets differ in content and quality. The content, that can be seen in the datasets, consists of 

videos in which letters, numbers, or sentences are spoken out loud. In terms of quality, the resolution of the videos and the number of 

frames per second (fps) are revealed. 

 

5.1. AvLetters2 

The AvLetters2 dataset was created by Cox et al. in 2008 (Cox et al. 2008). In order to increase image resolution and number of 

repetitions, from what was seen in the AvLetters dataset, the videos for AvLetters2 were recorded at 50 fps at a 1920 x 1080 px 

resolution. Additionally, the speakers were required to make 3 to 7 repetitions of the 26 letters of the English alphabet (Fernandez-

Lopez & Sukno, 2018). The videos were taken in one session to avoid any illumination differences and also recorded at an anterior 

view (Cox et al. 2008). The AvLetters2 dataset has 28 videos, all between 47 and 58 seconds long—producing between 1169 to 1499 

frames each. Since single letters were included, it contributed to the controlled experiments (Bear & Harvey, 2017). 

 

5.2. OuluVS2 

In this dataset, 52 speakers were required to repeat a series of numbers 10 times; the series includes 10 numbers such as 1, 7, 3, 5, 1, 6, 

2, 6, 6, 7. The videos in the dataset have been clipped to display only the mouth region and were shot from different angles (Anina et 

al. 2015) exhibited in Figure 2. 

 
Figure 2. OuluVS2 dataset video frames (Mesbah et al. 2019) 

5.3. LRW 

In 2016, Oxford-BBC published the LRW dataset, including 500 different words, each spoken up to 1000 times by multiple speakers. 

Contained within, is metadata which includes location and time information of the words (Chung & Zisserman, 2016). The LRW 

dataset is challenging in that it contains a large amount of words set close together and from different word classes (Zhao et al. 2020). 

Frames can be seen below, in Figure 3. 

 

 
Figure 3. LRW dataset video frames (Stafylakis & Tzimiropoulos, 2017) 

 

5.4. GRID 

The GRID dataset consists of 34 speakers who were required to say 1,000 sentences each. Approximately 34,000 pieces of data 

(34*1,000) were obtained and the speakers were recorded from an anterior view (Cooke et al. 2006). Out of the 34 speakers, 18 are 

male and 16 are female. Each sentence consists of a 6-word string: command, colour, preposition, letter, number, adverb. "Put Red at 

G Nine Now", is an example of this sentence structure. The videos are each 3 seconds long and have a frame rate of 25 fps (with a total 

of 75 frames each) (Qu et al. 2019), making the total length 28 hours. The dataset contains a total of 51 different words; however, the 

letter W was excluded due to its difficult pronunciation compared to other letters (Wand et al. 2016). 

 

5.5. Cuave 

This dataset was presented by Patterson et al. in 2002 (Patterson et al. 2002). Its videos are 29.97 fps with a 720 x 480 px resolution. 

More than 7,000 pieces of data were collected from 37 different speakers (Patterson et al. 2002).  
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The CUAVE dataset consists of both digits and numbers. The speakers (17 women and 19 men) were recorded in front of a green 

background and no special visual aid for face or lip segmentation was used. Obvious erroneous data was removed during recording; 

however, pauses and speech errors were preserved for realistic test purposes (Patterson et al. 2002). 

 

5.6. MIRACL-VC1 

This dataset includes 15 speakers repeating 10 words, 10 different times; forming a total of 1,500 words (15*10*10). The dataset was 

recorded at a 640 x 480 px resolution under good lighting (Rekiket al. 2014). Words from the MIRACL-VC1 dataset are shown in 

Table 1. 

 

Table 1. MIRACL-VC1 dataset words (Sindhura et al. 2018) 

No Word 

1 Begin 

2 Choose 

3 Connection 

4 Navigation 

5 Next 

6 Previous 

7 Start 

8 Stop 

9 Hello 

10 Web 

 

Aside from the words seen in Table 1, there were also phrases such as “Nice to meet you” and “I love this game”. A Kinect camera 

was set one meter away from the speakers in order to record depth maps in the dataset (Rekik et al. 2014). 

 

5.7. LRW-1000 

With 57 hours of video, this dataset consists of 1,000 classes/sentences in total. It was created with speakers who have a Mandarin 

dialect. There are over 70,000 data points within this dataset, which was not prepared in any specific format in order to avoid difficulties 

encountered during practical applications (Yang et al. 2019). 

 

6. Lip-Reading Through Deep Learning 

 

With the continuous development of technology, ease of use for deep learning architectures increases; these architectures differ from 

time to time in practice. In this study, lip-reading studies using deep learning architectures between 2017-2020 were examined. It is 

aimed to reach the maximum number of articles by scanning the obtained articles in various databases. Although the reviewed articles 

are generally on English lip-reading studies, no language restrictions were imposed. The keywords selected while scanning the articles 

were determined as lip reading, visual speech decoding, and audio-visual speech recognition. The articles reached by using these 

keywords are shown in Table 2. 

 

Table 2. The performance values obtained from the algorithm as a result of test processes. 

Year Source Architecture Dataset Accuracy (%) 

2020 Xu et al. (Xu et al. 2020) EleAtt-GRU LRS3-TED 

LRW 

77.5 

84.8 

2020 Lu et al.  (Lu & Yan, 2020) CNN, BiLSTM Own  

2020 Petridis et al.  (Petridis et al. 

2020) 

BiLSTM OuluVS2 

CUAVE 

AvLetters  

AvLetters2 

95.6 

88.4 

69.2 

42.6 

2020 Mamatha et al. (Mamatha et al. 

2020) 

LSTM - CNN LRW 88.2 

2020  Martinez et al. (Martinez et al. 

2020) 

DenseNet (conv) + resBi + LSTM  LRW 

LRW1000 

 

2020 Chen et al. (Chen et al. 2020) 3DCNN, DenseNET LRW1000  

2020  Xiao et al. (Xiao et al. 2020) DFNN LRW 

LRW1000 

84.13  

41.3 

2020 Adeel et al. (Adeel et al. 2020)  ChiME3 

GRID 
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Table 2 (continued). The performance values obtained from the algorithm as a result of test processes. 

Year Source Architecture Dataset Accuracy (%) 

2019 Mesbah et al. (Mesbah et al. 

2019) 

CNN AvLetters   

OuluVS2 

LRW  

58.02 

2019  Goh et al. (Goh et al. 2019) RNN Own 89 

2019 Zhou et al. (Zhou et al. 2019) Seq2seq Own  

2019 Jang et al. (Jang et al. 2019) CFI + QVGG + Committee OuluVS2 90.90 

2019 Li et al. (Li et al. 2019) RNN GRID 83.83 

2019 Oliveira et al. (Oliveira et al. 

2019) 

CNN GRID 

AVICAR 

OuluVS2 

 

2019 Muljono et al. (Muljono et al. 

2019) 

   

2019 Bi et al. (Bi et al. 2019) CNN + E3D-LSTM LRW-1000 38.96 

2019 Ozcan and Basturk (Ozcan & 

Basturk, 2019) 

CNN AvLetters 54.62 

2018 Kumar et al. (Kumar et al. 2018) STCNN + BiGRU OuluVS2  

2018 Koumparoulis and Potamianos 

(Koumparoulis & Potamianos, 

2018) 

CNN OuluVS2 86.39 

2018 Xu et al. (Xu et al. 2018) 3D-CNN + Highway + Bi-GRU GRID 97.10 

2018 Wand et al. (Wand et al. 2018) Feed – Forward + LSTM GRID  

2018 Petridis et al. (Petridis et al. 2018) AutoEncoder + BiLSTM Av Digits 69.70 

2018 Petridis et al. (Petridis et al. 2017) 3D-CNN + BiGRU LRW 82.00 

2018 Fung and Mak (Fung & Mak, 

2018) 

3D-CNN + BiLSTM OuluVS2 87.60 

2018 Afouras et al. (Afouras et al. 

2018) 

3D-CNN + BiLSTM  LRS 50.00 

2017 Feng et al. CNN + LSTM + RNN AvLetters 57.70 

2017 Wand and Schmidhuber (Wand & 

Schmidhuber, 2017) 

Feed – forward + LSTM GRID 42.40 

2017 Thangthai et al. (Thangthai et al. 

2018) 

Eigenlips + DNN-HMM  TCD – TIMIT 42.97 

2017 Thangthai and Harvey  

(Thangthai & Harvey, 2017) 

PCA + LDA + MLLT + DNN-HMM TCD – TIMIT 43.61 

2017 Sui et al. (Sui et al. 2017) CHAVF + SVM OuluVS 68.90 

2017 Stafylakis and Tzimiropulos 

(Stafylakis & Tzimiropoulos, 

2017) 

3D-CNN + BiLSTM LRW 83.00 

2017  Rahmani and Almasganj 

(Rahmani & Almasganj, 2017) 

DBNF + DNN-HMM CUAVE 64.90 

2017 Petridis et al. (Petridis et al. 2017) Autoencoder  + LSTM OuluVS2 94.70 

2017 Petridis et al. (Petridis et al. 2018) Autoencoder  + LSTM OuluVS2 91.80 

2017 Petridis et al. (Petridis et al. 2017) Autoencoder   + LSTM OuluVS2 84.50 

2017 Fernandez – Lopez and Sukno  

Fernandez-Lopez & Sukno, 2017) 

DCT + SIFT + LDA VLRF 23.00 

2017 Fernandez – Lopez et al. 

(Fernandez-Lopez et al. 2017) 

DCT + SIFT + LDA AVICAR 20.00 

2017 Chung et al. (Chung et al. 2017) CNN + LSTM LRW 

GRID 

LRS 

76.20 

97.00 

49.80 

2017 Chung and Zisserman (Chung et 

al. 2017) 

CNN + LSTM OuluVS2  

MV-LRS 

91.10 

43.60 

 

As seen in Table 2, the architectures used in lip reading research and the datasets in which these architectures were applied are given. 

 

In 2020, Xu et al. used the Pseudo-3D Residual Network (P3D) instead of using 3D-CNN or 2D-ResNet for a more accurate detection 

of the mouth region, recorded from the anterior view. They suggested that the P3D network is better at obtaining spatial-temporal 

properties within videos. They achieved the highest success on the LRS3-TED (Afouras et al. 2018) and LRW datasets with their 
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proposed method. The LRW dataset is commonly used in lip-reading studies. The P3D study achieved an 84.8% success rate—the 

highest that has been achieved among studies with the LRW dataset (Xu et al. 2020). 

 

Lu and Yan (2017) developed a hybrid model using CNN and Bidirectional Long-Short Term Memory (BiLSTM). The model was 

originally trained with CNN, visual features were extracted, and BiLSTM was used to evaluate sequential features among the video 

frames. This dataset includes 3 male and 3 female speakers; they were required to say the numbers between 0 and 9, in English. For 

classification accuracy, the Softmax function was chosen and produced an 85.7% accuracy rate. With the model they developed, they 

achieved better performance than traditional methods including the Hidden Markov Model (HMM) and the Active Contour Model 

(ACM) (Lu & Yan, 2020). 

 

In 2020, Petridis et al. reached the highest rates of improvement in the datasets OuluVS2, CUAVE, AvLetters, and AvLetters2 at 0.6%; 

3.4%; 3.9%; and 11.4%, respectively. The structure they created takes input from two streams; in one of the streams, the original and 

the differentiated inputs are taken.  BiLSTM was used in both streams and when the streams were combined, BiLSTM was used again. 

The Softmax function was then applied to classify the outputs (Petridis et al. 2020). 

 

Mamatha et al. used the LRW dataset in their 2020 study. They aimed to develop an application that converts movements of the mouth 

region into text for hearing-impaired individuals with the use of smartphone cameras. For this purpose, they designed an architecture 

connected to VGG19 by using CNN and LSTM together. The model they presented had an 88.2% accuracy rate, which is 3.3% higher 

than the success rate of CNN-RNN architecture (Mamatha et al. 2020). 

 

In 2020, Martinez et al. achieved some of the largest successes in recent studies by making improvements on both the Residual Network 

(ResNet) and the Bidirectional Gated Recurrent Unit (BiGRU). They developed BiGRU with Temporal Convolutional Networks 

(TCN) and simplified the training phase of the model. When they tested the model in the LRW and the LRW-1000 datasets, they 

achieved success rates of 1.2% and 3.2%, respectively (Martinez et al. 2020). 

 

Chen et al. (2020) used the LipNet and ResNet architectures in their study with the LRW-1000 dataset and produced improvements of 

13.91% and 4.68%, respectively. Since the LRW-1000 dataset consists of sentences in the Mandarin dialect, the architecture was 

applied on the Chinese language.  The network they created consists of two steps using 3D-CNN, DenseNet, 2D resBiLSTM, and a 

transform structure (Chen et al. 2020).  

 

In 2020, Xiao et al. published their work on the LRW and LRW-1000 datasets, which achieved a high rate of success. In the study, 

they proposed a Deformation Flow Based Two-Stream Network (DFTN) to capture facial movements in videos. They performed self-

supervised learning without the need for tagged data. In their models, they used both raw inputs and corrupted inputs. They used resNet-

18 on the front layers and GRU on the back layers, while a 3-step method was used in the training phase. The Adam optimization 

algorithm was used with its default values and was reduced by half when the model converged; thus, reducing the problem of over-

fitting. With this model, they reached an accuracy rate of 84.13% for LRW and 41.3% for LRW-1000 (Xiao et al. 2020).  

 

The study conducted by Zhao et al. in 2020, utilized the datasets LRW, LRW-1000, LRS2, and LRS3. While creating their model, 3D-

CNN and ResNet-18 were used on the front layers and BiGRU on the back layers. In this study, they proposed a new architecture in 

which the training phase of the model was easier. With their work, success was attained in LRW and LRW-1000 datasets (Zhao et al. 

2020).  

 

Luo et al. (2020) addressed lip-reading problems as a sequence to sequence issue (seq2seq). Thus, they aimed to convert speech 

sequences into a text sequence. They proposed a new evolutionary model for the two problems faced by the string-to-string method. 

When comparing the proposed model to other datasets, significant improvements were achieved. The accuracy rate of 83.5% for the 

LRW dataset and 38.70% for the LRW-1000 dataset was realized. For the GRID dataset, 11.2% word error rate was reached (Luo et 

al. 2020). 

 

Feng et al. (2017) have proposed a Multimodal Recurrent Neural Networks (Multimodal RNN). They used LSTM and RNN for voice 

and CNN, LSTM, and RNN for lip-reading. They used AvLetters as the dataset and achieved a 57.7% success rate (Feng et al. 2017). 

 

Mesbah et al., in 2019, introduced the Hahn Convolutional Neural Network (HCNN); a new architecture for lip-reading. They used 

Hahn moments—a mathematical method—in their architecture as the first steps within the CNN. The Hahn moments are an orthogonal 

moment set, based on Hahn polynomials which are defined on the image coordinate area. With the proposed architecture, HCNN has 

been shown to reduce video dimensions and training time. They tested the model in the AvLetters, OuluVS2, and LRW datasets that 

contain letters, numbers, and video images. A 20% improvement was achieved in the AvLetters dataset and better results were obtained 



UMAGD, (2022) 14(2), 844-860, Erbey & Barışçı 

852 

from the OuluVS2 dataset than both GoogleNet and SyncNet. Architectures provide important solutions by occasionally removing 

basic and even useful features to ensure the effective classification of an image (Mesbah et al. 2019). In this study, the HCNN 

architecture was applied on the most commonly used datasets. The OuluVS2 dataset has been used more frequently in recent years. 

The usage rates of different datasets are shown in Figure 4.  

 

 
Figure 4. Usage rates of multiple datasets 

 

Based on the commonly used datasets in Figure 4, the OuluVS2 dataset contains numbers, sentences, and expressions; the GRID dataset 

contains expressions; the LRW dataset contains words; and the CUAVE dataset contains numbers. The datasets can contain one of the 

sets (sentences, words, digits, expressions, or letters)  (Matthews et al. 2002; Chung & Zisserman, 2016; Patterson et al. 2002) or 

multiple sets  (Anina et al. 2015; Petridis et al. 2018). Table 3 delineates the content density of the datasets. 

 

Table 3. Content table of dataset 

 AvLettters AVLetters2 TCD-TIMIT CUAVE LRW GRID OuluVS2 

Sentence   1    1 

Word     1   

Digit    1   1 

Phrase      1 1 

Letter 1 1      

 

When studies conducted in previous years are examined, it is seen that a Kinect camera is used for depth perception in datasets and 

research (Rekik et al. 2014; Yargıç & Doğan 2013; Wang et al. 2015). Equally as important as the perception of depth, the angle from 

which the image is captured is crucial for lip-reading. In 2012, Lan et al. pointed out that lip-reading studies usually include faces from 

an anterior view. Lip-reading experts stated that their preference when lip-reading is not in fact, an anterior view, but an angular view. 

Based on this incongruity, the researchers seek answers to two questions. First, is the anterior or the angular view more advantageous 

for the computer; second, from which angles can a computer still define words independently. From this perspective, they simultaneous 

recorded a speaker from 5 different angles. They used the LiLIR dataset, which contains images from 0, 90, 30, 45, and 60 degree 

angles. They concluded that lip-reading is actually easier from different angles than an anterior view. The study concluded that lips 

provide more information from side angles (Lan et al. 2012).  

 

For studies conducted in the English language, Wand et al. (2016) emphasized that the pronunciation of some letters is extremely close 

to others. According to this study, the letters ‘p’ and ‘b’ have a similar letter structure as well as little recognizable distinctions (Wand 

et al. 2016). Although it is seen that the majority of research is in English, there are also studies in other languages such as Chinese 

(Martinez et al 2020; Chen et al. 2020; Xiao et al. 2020), Malay (Fook et al. 2012), Spanish (Fernandez-Lopez & Sukno, 2017) and 

Turkish (Yargıç & Doğan, 2013). 

In 2013, Yargıç and Doğan created a Turkish dataset with a Kinect camera. Table 4 shows the words found in the dataset along with 

their English translation. 

 

When creating this dataset, the Kinect camera was positioned 90 cm away from the speaker. The 10 volunteers were required to repeat 

these 15 words, 5 times. Thus, there is a total of 750 videos (10*15*5) in this dataset. By utilizing the Manhattan Distance, the 

researchers classified the data using the k-nearest neighbors classifier with the Manhattan and Euclidean Distance and found the best 

result as 77.8% (Yargıç & Doğan, 2013). 
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Table 4. Content word set of the dataset (Yargıç & Doğan, 2013) 

Turkish English 

Beyaz White 

Bordo Burgundy 

Gri Gray 

Kahverengi Brown 

Kırmızı Red 

Lacivert Navy blue 

Mavi Blue 

Menekşe Violet 

Mor Purple 

Pembe Pink 

Sarı Yellow 

Siyah Black 

Turkuaz Turquoise 

Turuncu Orange 

Yeşil Green 

 

In the studies examined, it is seen that there are many studies using OuluVs data. In these studies, it is seen that the success is low when 

models such as CNN are used alone (Koumparoulis & Potamianos, 2018). It is observed that success increases when hybrid models 

are preferred instead of stand-alone studies (Jang et al. 2019, Petridis et al. 2017, Chung et al. 2017). For the GRID dataset, 7 studies 

were examined. When examined in these studies, the study in which CNN – LSTM architecture is used stands out with its success rate 

(Chung et al. 2017). It is seen that the architecture used alone (Wand & Schmidhuber, 2017) has bad results as in the OuluVs dataset 

(Koumparoulis & Potamianos, 2018). It is seen that hybrid models have a high success rate in the GRID dataset (Chung et al. 2017, 

Xu et al. 2018). In this context, it is seen that hybrid models give more successful results. In challenging datasets such as the LRW1000 

dataset, it is seen to be low in hybrid models (Bi et al. 2019, Xiao et al. 2020). Real-life data sets are more challenging than other data 

sets. Better architectures need to be developed on these data sets. 

 

In the studies, it was observed that no significant improvements were observed in the datasets using the 3DCNN architecture in hybrid 

models. The success rate in architecture using CNN – LSTM on the LRS dataset (Chung et al. 2017) is 49.80, while the success rate in 

architecture using 3D-CNN + BiLSTM (Afouras et al. 2018) is 50.00%. While the success rate is 91.10% in the CNN – LSTM 

architecture used on another data set OuluVS2, the success rate is 87.60% in the architecture using 3D-CNN + BiLSTM (Fung & Mak, 

2018). In this context, it cannot be said that the 3DCNN architecture, which enables to use the spatio-temporal structure for lip-reading 

studies, will always increase success. 

 

In recent years, it has been observed that there has been a tendency to LRW, LRW1000 datasets, which are more challenging datasets 

in recent years (Martinez et al. 2020, Chen et al. 2020, Xu et al. 2020). It is seen that the success rates in previous datasets have now 

reached very high levels (Xu et al. 2018, Chung et al. 2017, Petridis et al. 2017). In this context, it can be said that academic studies on 

lip reading are progressing to develop new technologies that can be adapted to real life. 

 

7. Conclusion 

 

In deep learning studies, utilizing different optimizations, hybrid structures, and new methods—machines are approaching human 

capabilities in lip-reading. As a result of these developments, there are also some specific situations where machines have surpassed 

human abilities. While it is widely acknowledged that it takes many years to become an expert in any subject, machines can easily 

achieve similar levels as long as they are provided with good data and good models. 

 

Lip-reading is a subject that can be specialized in as a result of many years of experience. This expertise, which is based entirely on 

visual perception, provides benefits to the hearing impaired and could be used in other various fields as machines continue to advance. 

The study of lip-reading can also improve the results of voice recognition devices. 

 

In this article, research conducted between 2017 to 2020 on lip-reading through deep learning methods were examined and information 

about the methods and datasets used was presented. Apart from deep learning methods, it has been seen in recent years that research 

has also been carried out with traditional models in the Hidden Markov Model (HMM) (Bear & Harvey, 2017). 

 

Recently, the preference for lip-reading research has been methods based on CNN and LSTM architectures. These methods, which 

have a high contribution to success rate including RNN and LSTM, are used in studies which emphasize that lip-reading should be 
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evaluated with the use of time series methods. The emergence of hybrid methods led to the differentiation of research. The variety of 

hybrid architectures increased as a result of numerous deep learning studies. While architectures grow in diversity, costs must also be 

taken into consideration. In light of the studies examined, it was noted that CNN and LSTM were used intensively in hybrid structures 

in the past few years; however, it became clear that this trend has shifted towards 3D-CNN and BiLSTM in more recent years. It cannot 

be said that the 3DCNN architecture, which enables to use the spatio-temporal structure in the context of studies, will always increase 

success. Again, in the studies examined, it is seen that there is a tendency towards datasets in which examples from the real world are 

formed in recent years, and it is seen that hybrid studies are intensified on these datasets. It is seen that the data set presenting real-

world sections for new lip reading studies will contribute more to the literature. Hybrid models and high achievements can pave the 

way for technological tools that will be beneficial to human life. 

 

With an increase the in costs of new architectures, difficulties may occur in real-time studies. Lip-reading in real-time can increase its 

functionality for those who rely on it as a form of communication. Therefore, real-time results can be improved with hybrid structures 

that are used with deep learning techniques such as Yolo. Combining lip-reading and voice recognition techniques in real-time could 

also greatly advance human-computer interactions. 

 

While issues such as determining the movements of the mouth region were primarily important in early lip-reading studies, the issue 

concerning current researchers today is the recognition of speech. Problems such as mouth region detection are now largely overcome 

in computer vision studies. Yet, it is seen that some letters and words cause difficulties during the definition of speech. As soon as 

those words and letters are used, lip movements cannot be detected and the sequence is distorted. By conducting a separate study for 

difficult words and letters, movement, speed, and sound bursts can be analysed. There are also research that demonstrate how the 

emotional state is related to the verbal expression of the speaker. Hybrid studies could be created where emotional states are taken into 

account. 

 

In the studies examined, compared to the datasets that have been created, datasets should contain more samples as well as including 

samples from real-life situations. More specifically, the datasets which were created in front of a green screen and those created only 

displaying the mouth region are far from what would be encountered in daily life. The correct determination of the mouth region is the 

first stage of study and is very successful when frames are without complexity. However, in complex frames, algorithms that can 

correctly detect the mouth region could be improved and real-life difficulties could be overcome.  

 

Currently, the majority of lip-reading studies have been conducted in the English language, while studies in the Turkish language are 

limited. These English studies cannot be directly applied to Turkish due to their linguistic differences and structures. It is recommended 

that Turkish-specific lip-reading studies with voice recognition be conducted. There is a need for lip-reading techniques—in the Turkish 

language—to be studied academically. 
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