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Oz

Eksik veriler, su kaynaklarinin etkin bir sekilde planlanmasi ve yonetilmesinin 6ntinde her zaman bir
engel teskil etmektedir. Su kaynaklarinin optimal tasarimu i¢in eksiksiz ve glivenilir hidrolojik zaman
serileri gereklidir. Tiirkiye genelinde 54 gbzlem istasyonunun eksik akis verilerinin doldurulmasi igin
bir calisma yapilmistir. Dogrusal regresyon (LR), yapay sinir ag1 (ANN), uyarlanabilir néro-bulanik
cikarim sistemi (ANFIS), Destek vektor makinesi (SVM), Cok degiskenli uyarlanabilir regresyon
egrileri (MARS) ve K-en yakin komsu (KNN) kullanilarak tahminler gerceklestirilmistir.
Yontemlerinin performanslar1 dort performans kriterine gore degerlendirilmistir; bunlar, ortalama
kare hata (RMSE), belirleme katsayisi (R?), ortalama mutlak hata (MAE) ve Kling-Gupta verimliligi
(KGE) dir. Bir istasyonda eksik akis verilerinin doldurulmasi i¢in, ¢evredeki istasyonlardan alinan
glivenilir ve uzun akis verileri girdi olarak secilmistir. Sonuglar, tek bir ydontemin ¢alisma alani i¢in en
uygun yontem olarak belirlenemeyecegini ortaya koymustur. Test asamasinda, R? 0,54 ile 0,99
arasinda ve KGE aralig1 0,62 ile 0,98 arasindadir. Bu ¢alisma, 6zellikle SVM ve MARS yodntemlerinin
Tiirkiye'deki nehirlerdeki eksik akis verilerinin tahmin edilmesi i¢in uygun oldugunu géstermistir. Bu
bulgular, hidrolojik modelleme ve su kaynaklari planlamasi ve yonetiminde kullanilabilecek giivenilir
akis verileri saglayacaktir.

Anahtar Kelimeler: Eksik degerler, akim, destek vektor makineleri, Cok degiskenli uyarlanabilir regresyon egrileri, Turkiye

Abstract

Missing data with gaps is always an obstacle to effective planning and management of water
resources. Complete and reliable hydrological time series are necessary for the optimal design of
water resources. A study was conducted to fill in missing streamflow data of 54 observation stations
across Turkey. This process was done with the aid of various statistical estimation methods.
Estimations were performed by using Linear regression (LR), Artificial neural network (ANN),
adaptive neuro-fuzzy inference system (ANFIS), Support vector machine (SVM), Multivariate
Adaptive regression splines (MARS), and K-nearest neighbor (KNN) methods. Performances of
infilling methods were evaluated based on four performance criteria; namely, root mean squared
error (RMSE), coefficient of determination (R2), mean absolute error (MAE), and the Kling-Gupta
efficiency (KGE) during training and test periods. Reliable and long streamflow data from surrounding
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stations were selected as input to fill in missing streamflow data for an output station. The results
revealed that a single method cannot be specified as the best-fit method for the study area. During the
test phase, the R2 ranged from 0.54 to 0.99, and the KGE range was between 0.62 and 0.98. This study
showed that especially SVM and MARS methods are suitable for estimating missing streamflow data
in Turkey’s rivers. These findings will provide reliable streamflow data that can be used in

hydrological modeling and water resources planning and management.
Keywords: Missing values; streamflow; Support vector machine; Multivariate adaptive regression splines; Turkey

1. Introduction

Observed streamflow records, which are the
integrated results of all meteorological and
hydrological processes in a basin, provide useful
information in planning and designing hydraulic
construction projects [1]. However, streamflow
data are not fully available in catchments in
Turkey and many regions around the world,
owing to the malfunction of measuring
equipment, human-induced factors, and extreme
weather conditions. Short and intermittent data
negatively affect scientific and administrative
studies in the fields of agriculture, hydrology and
water resources and can lead to wrong decision
making [2].This situation is also one of the
biggest obstacles faced by hydrologists working
with flow data for developing countries such as
Turkey [3]. Therefore, long and continuous data
sets are required for the hydrological history of
a basin, reconstruction of historical climate, and
planning and operation of water resources
systems [4].

Infilling missing flow data is typically done by
reconstructing the missing values by using
observations from the neighboring station [5].
Several methods reported in literature have
been developed for reconstructing missing data.
These methods can be categorized in three ways,
namely empirical approaches, statistical
approaches, and function fitting techniques [6].
Conventional statistical techniques range from
simple (for example, listwise deletions or binary
deletions) to advanced methods (for example,
moving average and regression) [7]. A
disadvantage of these methods is the assumption
of linearity between the estimators and
streamflow, which causes a failure to represent
the nonlinear dynamics found in hydrological
studies [8]. Because of their ability to determine
complex nonlinear relationships between input
and target data without a physical
understanding of the modeled system, machine
learning (ML) techniques have been used for
better estimation in reconstructing of missing
data [9]. Therefore, there has been a growing
number of publications on works involving the

reconstruction of missing streamflow data
across the world. For instance, [10] used the
correlation technique, artificial neural network
(ANN), and an adaptive neuro-fuzzy inference
system (ANFIS) to estimate missing streamflow
data. They emphasized that the the ANFIS
method provided the best results for missing
data. [9] evaluated the accuracy of various
methods of estimating missing streamflow data
in the three sub-basins of the Euphrates Basin.
They found that ANFIS and ANN methods
provided more accurate estimates for
streamflow estimation in the Upper and Lower
Euphrates Basins, while genetic programming
and ANFIS models were more effective in
estimating missing data in the Middle Euphrates
Basin. [11] confirmed the accuracy of the ANN
for estimating the missing streamflow data in the
Taehwa River watershed, Korea. [12] used an
ANN model to estimate missing streamflow-
data. The resulting multilayer perceptron type
network was found to be correct.

The literature review showed that there are no
significant studies evaluating various methods
for infilling missing flow data comprehensively
across Turkey. There is a huge gap in the solving
problems related to missing flow data across the
country. Therefore, this study aims to fill this gap
in the literature by completing missing flow data
across Turkey. In addition, most of the previous
studies are related to the application of ANN and
ANFIS methods in reconstructing of missing
data, but there is no significant study evaluating
the effectiveness of the new and modern data
mining methods such as Support vector machine
(SVM), Multivariate adaptive regression splines
(MARS), and K-nearest neighbor (KNN).

The aim of this study is to evaluate the
performance of various estimation methods
under different model selection criteria to infill
the missing data in the streamflow records
across Turkey. For this purpose, six methods
(LR, ANN, ANFIS, SVM, MARS, and KNN) were
used to fill the gaps of streamflow time series
from observational data obtained from the
neighboring station. Besides, the performance of
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those methods are compared based on root
mean squared error (RMSE), coefficient of
determination (R2), mean absolute error (MAE),
and the Kling-Gupta efficiency (KGE) tests.

2. Material and Method

2.1. Linear regression

Linear regression (LR) is a statistical technique
used to find a suitable relationship between a
dependent variable and an independent variable
[13]. The regression equation of LR can be
written as:

Y =8, +pX (€]

where, Y is the dependent variable, X represents
the independent variable, and S, and §; are the
regression coefficients.

2.2. Artificial neural networks

Artificial neural networks (ANN) can be defined
as a data-driven statistical approach that can
quickly solve non-linear relationships between
input and output data. ANN is a robust
computing tool inspired by features of the
human brain and nervous system. There are
many types of artificial neural networks such as
multilayer perceptron (MLP), radial basis
function (RBF) networks, and recurrent neural
networks (RNN) wused by researchers in
hydrological studies [14]. The type of network
used in this study is MLP, which consists of three
layers that are input layer, hidden layer, and
output layer. Each layer can have many nodes,
which are connected together by weights. Each
node receives the weighted input which is the
output of each node in the previous layer and
transmits it to the nodes of the next layer by
means of links for proper output after processing
it with an activation function. Many researchers
in hydrological issues studied different ANN
paradigms. Among the applications, the feed
forward back propagation (FFBP) is one of the
most popular networks [15].

2.3. Adaptive Neuro-Fuzzy Inference System

Adaptive Neuro-Fuzzy Inference System (ANFIS)
was proposed by combining a fuzzy inference
system (FIS) and ANN [16]. Typical ANFIS is a
multilayer network consisting of five
components, namely input nodes, output nodes,
fuzzy system generator, fuzzy inference system,
and adaptive neural network [17]. One of the
main objectives of the ANFIS is to optimize the
parameters of FIS by using input-output data
sets via a learning algorithm. It captures the
learning ability to optimize parameters of

membership functions and adjust rules directly
from data. The performance of the fuzzy
inference system depends on the predicted
parameters. The full explanation of ANFIS can be
found here [18].

2.4. Support vector machine

Support vector machine (SVM) as a non-
parametric technique, which was proposed
firstly by [19], can be used for both classification
and regression (SVR) problems. The basic idea
behind SVR is to realize the principle of
structural risk minimization to recognize the
model between predictive and predicted values
[20]. The SVR nonlinearly models primary data
points from the input space in a higher
dimensional feature space by using an
appropriate kernel function. There are four
types of commonly used Kkernels; namely,
polynomial, linear, sigmoid, and radial basis
function (RBF). Several studies have shown that
the RBF performs better than other kernel
functions [21, 22]. Hence, we used the RBF
kernel in the present study.

2.5. Multivariate Adaptive Regression Spline

Multivariate  adaptive regression splines
(MARS), first introduced by [23], are classified in
non-parametric regression methods. In this
technique, the time series data is separated into
a different number of subsets, and then the
suitable basis functions are fitted to the available
data. Spline is a function that is specifically
defined at a certain interval, and its two-headed
points are called knots. The basic function is
implemented to show the data for each spline,
which is specified at each knot. The MARS model
technique is applied in a two-step procedure. In
the first, numerous basic functions (BFs) are
added to the model until the sum of squared
errors is significantly reduced. The first model
tends to be overfitting, so the backward direction
eliminates the wunnecessary variables and
prevents the model from overfitting. Finally, a
generalized  cross-validation criterion is
implemented in order to choose the most
suitable BFs [24]. The general form of the MARS
model can be described by the given equation
below:

N
FG) =8+ ) 8uhn(X) @
n=1

where, h,(X) indicates spline functions, § is
coefficient that is calculated by minimizing the
residual errors. N represents the number of
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functions. Please refer to [25] and [26] for
further details about the MARS model.

2.6. K-Nearest Neighbor

K-nearest neighbor (K-NN) is a nonparametric
method that can be utilized for both
classification and regression problems. It is
based on the idea that the outcome of a case is
the same as the outcome of its nearest neighbor
cases. K represents the amount of the closest
neighbors of the queried point. The value of the
queried pointis equal to the average of its closest
neighbors. The KNN regression method used in
this study is developed as follows: 1) Calculate
the Euclidian distance between the predictor
examples and the queried example. 2) Sort the
observation data in ascending order based on
distance. 3) Calculate an inverse distance
weighted average of the K-nearest neighbors. 4)
Determine the most appropriate K number of the
nearest neighbors [27].

In this algorithm, the number of neighbors (K)
affects the prediction results; therefore, their
amounts must be accurately calculated in order
to obtain optimum results. For the first time in
the KNN literature, a robust global method i.e.
Differential Evolution optimization (DE)
algorithm was applied, in order to determine the
optimal K. The DE algorithm was first developed
by [28] to avoid complex mathematical
procedures and to provide optimum solutions to
engineering and finance problems [29]. The DE
tool is available in R as DEoptim package [30].
There are very few articles on hydrological
topics that use the DE algorithm [31, 32, 33]. In
order to determine the most appropriate K, the
minimization of the NSE function is chosen as the
objective function. However, as it is known, the
convergence of NSE to 1 means that the success
of the model is high. Thus, for the minimum of
the objective function, the NSE function was
revised as in Eq. 3.

in=1(Qo - Qs)z
in=1(Qo - Qo)2
in which, Q, andQ represent the observed and
simulated values, respectively. The DE algorithm

is run 1000 times on each model to identify the
best value of the objective function.

NSEabs = 3)

2.7. Models performance criterion

The performance of the models has been
examined utilizing different evaluation criteria
found in the literature. The criteria used in the
present study include the root mean squared

error (RMSE), coefficient of determination (R?),
mean absolute error (MAE), and the Kling-Gupta
efficiency (KGE); their equations have been
shown as follows:

n obs __ nbre 2

RMSE 2\} i=1(Qi Qi ) (4)

n

n_(obs _ gPre)?

RZ =1— l=1(Ql QL_ 2) (5)
?:1(lebs - Q)

_1 N obs _ npre
MAE—n;mi Q| ©)

where, n denotes the number of data points
used; QfPS, Q and QF"° represent observed
values, the average of the observed values, and
predicted data, respectively.

T Vo

obs

1)2 + (e

Hobs
in which r denotes the linear correlation
between observations and predictions; 64,5 and
Opre are the standard deviations in observations
and predictions, respectively; pops is the
observation mean, and p,.. is the simulation
mean.

The values close to 0 for MAE and RMSE and the
values close to 1 for the R?> and KGE are
indicative of a more desirable performance for
the model.

2.8. Study area and data

Turkey, located between latitudes 36-42°N and
longitudes26-45°E, is selected as the study site,
in order to apply the aforementioned methods.
The country covers a catchment area of about
780,576 km? with a mean elevation of 1141 m.
Turkey is characterized by a heterogeneous
landscape with four main climate types because
of its temperate and subtropical zones. In
general, the Mediterranean climate is seen in the
Mediterranean and Aegean regions, with mild,
wet winters and warm to hot, dry summers. The
climate in the Black Sea region is characterized
by high annual precipitation in all seasons, and
its soil is mainly characterized by brown forest
soils. Central, eastern, southeastern, and west-
central of Turkey have a typical land climate,
with hot and dry summers and a quite cold
snowy winter. Finally, the Marmara region,
which connects the Aegean Sea and the Black
Sea, experiences a transitional climate between
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Tablo 1. Tiirkiye nehir havzalariin temel 6zellikleri

Table 1. Basic characteristics of the river basins, Turkey

Area of Basin
Basin average Average Total
Basin Basin (x1000 height Precipitation streamflow
No Name km?) (m) (mm/year) (km3/year)
1 Meric¢ 14.56 56.63 604 1.33
2 Marmara 24.1 42.25 728.7 8.33
3 Susurluk 22.399 201.56 711.6 5.43
4 Aegean 10.003 63.75 624.2 2.09
5 Gediz 18 220.06 603 1.95
6 Little Menderes 6.907 4 727.4 1.19
7 Big Menderes 24.976 413.83 664.3 3.03
8 West Mediterranean 20.953 383.47 875.8 8.93
9 Central Mediterranean 19.577 248.85 100.4 11.06
10 Burdur Lake 6.374 910 446.3 0.5
11 Afyon 7.605 1016.67 451.8 0.49
12 Sakarya 58.16 508.62 524.7 6.4
13 West Black Sea 29.598 325.67 811 9.93
14 Yesilirmak 36.114 695.63 496.5 5.8
15 Kizilirmak 78.18 748.48 446.1 6.48
16 Middle Anatolia 53.85 1139.37 416.8 4.52
17 East Mediterranean 22.048 269.05 745 11.07
18 Seyhan 20.45 749.68 624 8.01
19 Hatay 7.796 159.17 815.6 1.17
20 Ceyhan 21.982 684.81 731.6 7.18
21 Euphrates 127.304 1009.87 540.1 31.61
22 East Black Sea 24.077 443.24 1198.2 14.9
23 Coruh 19.872 757.39 629.4 6.3
24 Aras 27.548 1652.65 432.4 4.63
25 Van Lake 19.405 1829.29 474.3 2.39
26 Tigris 57.614 844.79 807.2 21.33
Total Average Average Average
779.452 591.49 658.86 186.05
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the Black Sea and Mediterranean types with
uniformly rainy, but hot and slightly rainy in
summer. For a detailed description of the climate
of Turkey, refer to [34] and [35].

In this study, the aim is to fill the missing flow
data with various statistical estimation methods
in Turkey’s rivers. Records of 54 flow stations
operated by DSI (General Directorate of State
Hydraulic Works) are used for applications. The
gaps are filled with neighboring stations to the
station with missing values.

High : 5150

0 125 250
bttt

Sekil 1. Calisma alani1 ve akim istasyonlarinin
yerleri. Kirmiz1 ve mavi daireler, sirasiyla eksik
veriye sahip istasyonlar1 ve tahmin edici
istasyonlar1 (komsu istasyon) gosterir.

500 Kilometers Low: 0

Figure 1. Locations of the study area and
streamflow stations. Red and blue circles

indicate stations with missing data and
predictive stations (neighboring station),
respectively.

The record lengths range from 29 to 79 years,
which can be considered statistically valid. The
location map of the basins and the gauge stations
under study are shown in Figure 1. In addition,
the closest neighboring stations, which are used
to infill missing flow data in the reference
station, are shown in Figure 1, and additionally,

For missing data, nearest stations and training -
test time information are given in the
supplementary file.

Basic information and some important statistical
characteristics of the basins are presented in
Table 1.

The annual average precipitation varies
approximately  between  100.4  (Central
Mediterranean) and 1198.2 (East Black Sea)
mm/year. The total streamflow varies from 0.5
to 31.61 km3/year and reached its highest value
at Euphrates basin.

3. Results

Developed models are implemented for the
estimation of observations of 54 stations across
basins of Turkey. On average, the stations
showed a gap of about 0.17% to 11.5% during
the observation period (see Figure 2). One-
input-one-output models were developed with
one neighboring station for each station with
missing data. In this study, 70% of the
observations was used to train the models, while
the remaining 30% was considered as a
validation dataset.

In order to find the most successful ANN model,
tangent sigmoid and linear transfer functions
were used in the hidden layer and output layer,
respectively. The Bayesian regularization
backpropagation algorithm was employed in the
network training process. Three neurons in the
hidden layer were selected for this study by
using the trial-and-error technique. ANFIS
models were produced by using the same input
data sets as the ANN models. In this study,
Sugeno rule-based model with two sigmoid-
shaped membership functions was adopted, and
the fuzzy membership parameters were
optimized via a back-propagation algorithm.
After applying the procedures mentioned in
section 2 for the other methods used in this
study, the RMSE, R2, MAE, and KGE performance
parameters of the most successful models were
calculated and compared with each other. To
evaluate the comparison results of six methods
in detail, four model performance statistics were
calculated during the testing period, and the
results were listed in Tables 2, 3, 4 and 5. To
avoid replication in results, only one basin
example (for East Black Sea) of these results is
showed. Bold values indicate the values of four
model performance tests for the best results
based on the six estimation techniques. Also, the
RMSE and MAE results given in the tables are in
m3/s.It can be seen from Table 2 that the MARS
model has higher values of R2 (0.936) and KGE
(0.937) and lower values of RMSE (3.749) and
MAE (2.203) than those of the other models.
Table 2 indicates that the MARS model has a
better performance than the other models in
terms of RMSE, KGE, MAE, and R2. Table 3
indicates that the MARS model provided more
accurate estimation results than the other
models for infilling missing flow data of Station
2232, as it is supported by more performance
criteria. For Station 2247, the performance
statistics of six models in the test period are
presented in Table 4. It can be seen from the
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table the ANN model, which has R2 of 0.797 and
RMSE of 13.626, shows the highest performance
among the other models in infilling missing flow
data. However, when MAE and KGE are taken
into account as performance indices, the LR and
KNN model were found to be better than the
other models in terms of MAE and KGE,
respectively. As a result, ANN is more successful
than the other models as it is supported by more
criteria. Table 5 gives the performance statistics
results of six models for Station D22a007. From
Table 5, it is found that low RMSE and MAE
values (1.388 and 0.790, respectively) and high
R2 (0.903) value are obtained for the SVM model
when compared to other models. It can be seen
from Table 5 that the MARS estimation method
gives the most successful estimation with
maximum KGE (0.901). However, the SVM
method is chosen to estimate the missing data of
Station D22a007 because it is supported by more
criteria.
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Sekil 2. Tirkiye'nin farkl havzalarinda bulunan
akim o6l¢lim istasyonlari i¢in eksik veri orani.

Figure 2. Proportion of missing data for
streamflow gauging stations located in different
basins of Turkey.
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Tablo 2. Test siiresi icin 2215 istasyonunda alti modelin performans karsilagtirmasi. Girdi
istasyonu 2233'ddr.

Table 2. Performance comparison of six models at Station 2215 for test period. The input
station is 2233.

Model Names

Performances LR ANN ANFIS MARS SVM KNN

RMSE 3958 3.766 3.766 3.749 3.771 3.8

R2 0.929 0.936 0.936 0.936 0.93 0.93
MAE 2.236  2.217 2.222 2,203 2218  2.23
KGE 0.898  0.935 0.935 0.937 0.92 0.93

Tablo 3. Test siiresi icin 2232 istasyonunda alt1 modelin performans karsilastirmasi.
Girdi istasyonu 2233'diir.

Table 3. Performance comparison of six models at Station 2232 for test period. The
input station is 2233.

Model Names

Performances LR ANN ANFIS MARS SVM KNN
RMSE 11.34 1097 1097 10.97 11.182 11.059

R2 0.803 0.815 0.815 0.816 0.808 0.813

MAE 7.298 7.441 7.447 7.463 7.315 7.498

KGE 0.809 0843 0.842 0.844 0811 0.841

Tablo 4. Test siiresi i¢cin 2247 istasyonunda alti modelin performans karsilastirmasi.
Girdi istasyonu 2238'dir.

Table 4. Performance comparison of six models at Station 2247 for test period. The
input station is 2238.

Model Names

Performances LR ANN ANFIS MARS SVM KNN
RMSE 15.04 13.626 13.82 13.691 14.486 13.786

R2 0.754  0.797 0.791 0.795 0.771 0.792

MAE 7.494  7.843 8.021 7915 7.746 7.931
KGE 0.696 0.783 0.778 0.776 0.704  0.783

Tablo 5. Test siiresi icin D22a007 istasyonunda alti modelin performans
karsilastirmasi. Girdi istasyonu 2233'diir.

Table 5. Performance comparison of six models at Station D22a007 for test period.
The input station is 2233.

Model Names

Performances LR ANN ANFIS MARS SVM KNN
RMSE 1.545 1413 1.40 1412 1.388 1.425

R2 0.88 0.899 0.900 0.8997  0.903 0.897

MAE 0.829 0.826 0.83 0.828 0.79 0.835

KGE 0.838 0.898 0.897 0.901 0.863 0.897
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For the stations with missing data, the KGE
values and R? values calculated according to the
most successful model are given in Figure 3 and
Figure 4, respectively. From Figure 3, it is found
that the KGE values vary between approximately
0.62 and 0.98, and its highest value is observed
at Stations 1340 and 2320. As can be seen from
Figure 4, the magnitude of the RZ values ranges
from 0.54 to 0.99. The highest R2 value is found
at Stations 1340 and 2320 for streamflow
estimation.

® 062-071

® 085-090
® 091-098

® 072-078
® 079-084

Sekil 3. En basarili modele gore hesaplanan KGE
degerinin biiyiikliik haritasi

Figure 3. Map of magnitudes of the KGE value
calculated according to the most successful
model

R?value w
* 05408 ® 0.85-091
b @ 0.92-098

0.61-0.76
077-084

Sekil 4. En basarili modele gére hesaplanan R?2
degerinin biiytkliik haritasi.

Figure 4. Map of magnitudes of the R? value
calculated according to the most successful
model.

The most appropriate estimation methods
chosen for stations with missing data are given
in Figure 5. In most of the tests applied, the most
suitable model is determined by considering the
method that gives the best results.. Figure 5
showed that a single method has not emerged as
the best method for all gauging stations. As seen
in the Figure, LR, ANN, ANFIS, SVM, MARS and
KNN were found to be the best models for the
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missing values of 1, 12, 8, 15, 17 and 1 stations,
respectively. In addition, the tabulated version of
Figure 5 is given in the supplementary file.

r High: 5150

- Low:0

Sekil 5. Calismada kullanilan eksik verili
istasyonlar icin en iyi tahmin ydnteminin
gosterilmesi.

Figure 5. Demonstration of the best estimation
method for stations with missing data used in the
study.

4, Discussion and Conclusion

The results obtained from infilling missing series
analysis by six popular models indicate that,
based on four model selection criteria, no single
method could be determined as the most
appropriate method to complete missed data in
Turkish river basins. However, the MARS and
SVM  methods most frequently provided
consistent or robust reconstruction results,
while LR and KNN were determined as the least
chosen methods. As seen in Figures 3 and 4, the
results are generally satisfactory when looking
at the most successful model results in terms of
KGE and R2. Especially, in the north and south of
Turkey, quite successful results were obtained in
the estimation of the missing streamflow. This
may be due to the topography in the
mountainous regions and the high number of
stations close to each other in the basin.

While ANN, ANFIS and LR methods were
generally used as data driven techniques to fill in
the missing streamflow data elsewhere in
Turkey and the world, KNN, SVM and MARS
methods were used less frequently. However, it
was important for reference purposes to
compare the accuracy of the reconstruction of
the missing streamflow data in this study with
the results obtained in other reconstruction
studies. [9] applied ANFIS, ANN, genetic
programming (GP) and LR methods to
reconstruct the daily streamflow across the
Euphrates Basin and they emphasized that
ANFIS and ANN methods were the most
appropriate methods to complete the missed
data in the Upper and Lower Euphrates Basins,
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whereas GP and ANFIS models were the best in
the Middle Euphrates Basin. [36], who applied
different types of ANN to fill monthly streamflow
missing data, found correlation -coefficient
ranging from 0.56 to 0.73 in the testing phase.
[12] investigated four different types of ANN to
fill the missing data from monthly average
streamflow and provided R2 ranging from 0.94.
This study showed that different estimation
methods may be appropriate for estimating
missing flow data in the same site. The successful
performance of different methods for estimating
missing flow data in a basin with the same
climate, basin and hydrological characteristics
highlights the necessity of using various
estimation methods. For example, in Coruh
basin, ANN for stations 2304, 2321 and 2329,
SVM for station 2320, MARS for station 2330,
ANFIS for station D23A003 were chosen as the
best estimation method. As a result, it can be
concluded that the use of different estimation
techniques is a quite efficient and appropriate
approach for estimating missing streamflow
data. Complete records of streamflow data are
essential and critical to effectively manage water
resources. However, collecting such series may
be very difficult, given the many reasons why
gaps can occur in the observed data. Over the
past decades, researchers have proposed
methods to reconstruct these series using a
variety of approaches, such as parametric and
nonparametric techniques. The aim of this paper
is to develop different models to infill the
missing data in the flow records of the stations in
Turkey’s rivers. Four commonly used model
selection criteria are utilized (i.e, RMSE, KGE,
MAE, and R?) to determine the best estimation
procedure. Six methods are utilized to infill the
missing streamflow data and are compared with
each other. The results showed that no single
method could be determined as the most
appropriate method to reconstruct stations with
missing data in Turkish river basins. However,
the MARS and the SVM methods are determined
as the most frequently while LR and KNN
appeared as the least frequently selected. The
most important contribution of this paper to the
study area is the generation of continuous and
longer data by structuring the missing data in the
records of the flow stations. Finally, the findings
of this study can provide important information
and preliminary insight to engineers and
decision makers in the design of water
structures in any region of Turkey. We also
believe that these results will provide important

contributions to researchers working on
physically-based hydrological models in the
future.

4.Tartisma ve Sonug

Dort model se¢im kriterine dayali olarak, alti
popliler model ile verileri tamamlanan eksik seri
analizinden elde edilen sonuglar, Tiirkiye nehir
havzalarinda eksik verileri tamamlamak i¢in en
uygun yontem olarak tek bir yodntemin
belirlenemeyecegini goéstermektedir. Bununla
birlikte, MARS ve SVM yontemleri en sik tutarl
veya saglam rekonstriiksiyon sonuglari verirken,
LR ve KNN en az secilen yontemler olarak
belirlenmistir. Sekil 3 ve 4'te goriildigi gibi, KGE
ve R? acisindan en basarili model sonuglarina
bakildiginda sonuglar genel olarak tatmin
edicidir.  Ozellikle Tiirkiyenin kuzey ve
glineyinde eksik akim tahmininde oldukca
basarili sonuclar elde edilmistir. Bunun nedeni
daglik bolgelerdeki topografya ve havzada
birbirine yakin istasyon sayisinin fazla olmasi
olabilir.

ANN, ANFIS ve LR yontemleri Tirkiye'de ve
diinyada eksik akim verilerini tamamlamak i¢in
genellikle veriye dayali teknikler olarak
kullanilirken, KNN, SVM ve MARS yontemleri
daha az siklikla kullanilmistir. Ancak, bu
calismada eksik akis verilerinin yeniden
yapilandirilmasinin dogrulugunun diger yeniden
yapillandirma  ¢alismalarinda elde edilen
sonuclarla karsilastirilmasi referans amach
olarak 6nemlidir. [9], Firat Havzasi boyunca
giinliik akim verilerini yeniden olusturmak i¢in
ANFIS, ANN, genetik programlama (GP) ve LR
yontemlerini uygulamislar ve Yukar1 ve Asagi
Firat Havzalarinda eksik verileri tamamlamak
icin ANFIS ve ANN ydntemlerinin en uygun
yontemler oldugunu vurgulamiglardir. GP ve
ANFIS modelleri ise Orta Firat Havzasi'nda en
basarili sonuglari vermistir. Aylik akim verilerini
tamamlamak i¢in farkli ANN tiirleri uygulayan
[36], test asamasinda 0,56 ila 0,73 arasinda
degisen korelasyon katsayisi bulmustur. [12],
ayllk ortalama akimlardaki eksik verileri
doldurmak i¢in dért farklh ANN tirini
calismistir ve 0.94 arasinda degisen RZ degerleri
belirlemistir. Bu calisma, ayni sahadaki eksik
akim verilerini tahmin etmek i¢in farkli tahmin
yontemlerinin uygun olabilecegini gostermistir.
Ayni iklim, havza ve hidrolojik 6zelliklere sahip
bir havzada eksik akim verilerinin tahmininde
farkli yontemlerin basarii performansi, farkl
tahmin yontemlerinin kullanilmas: gerekliligini
ortaya koymaktadir. Ornegin Coruh havzasinda
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2304, 2321 ve 2329 numarali istasyonlar igin
ANN, 2320 numarali istasyon i¢cin SVM, 2330
numarali istasyon i¢cin MARS, D23A003
istasyonu icin ANFIS en iyi tahmin yontemi
olarak secilmistir. Sonu¢ olarak, eksik akim
verilerinin tahmininde farkl tahmin
tekniklerinin kullanilmasinin oldukea verimli ve
uygun bir yaklasim oldugu sonucuna varilabilir.
Akim  verilerinin  eksiksiz  kayitlari, su
kaynaklarinin etkili bir sekilde yonetilmesi i¢in
gerekli ve kritik Oneme sahiptir. Ancak,
gbzlemlenen verilerde bosluklarin
olusabilmesinin bir¢ok nedeni g6z Oniline
alindiginda, bu tiir serileri toplamak ¢ok zor
olabilir. Gegtigimiz yillarda arastirmacilar,
parametrik ve parametrik olmayan teknikler
gibi cesitli yaklasimlar kullanarak bu serileri
yeniden olusturmak icin yontemler
onermislerdir. Bu c¢alismanin amaci, Tirkiye
nehirlerindeki istasyonlarin akim kayitlarindaki
eksik verileri doldurmak icin farkli modeller
gelistirmektir. En iyi tahmin prosedirini
belirlemek icin yaygin olarak kullanilan dort
model secim kriteri (yani, RMSE, KGE, MAE ve
R2) kullanilmistir. Eksik verilerini doldurmak
icin alti yontem kullanilmis ve birbirleriyle
karsilastirilmistir.  Sonuglar, Tirkiye nehir
havzalarinda eksik veriye sahip istasyonlari
yeniden olusturmak i¢in en uygun yéntem olarak
tek  bir  ydntemin belirlenemeyecegini
gostermistir. Ancak MARS ve SVM yoéntemleri en
sik olarak belirlenirken, LR ve KNN en az secilen
yontemler olarak ortaya ¢ikmistir. Bu ¢alismanin
calisma alanina en oOnemli Kkatkisi akim
istasyonlar1  kayitlarindaki eksik verilerin
yapilandirilarak siirekli ve daha uzun siireli
verilerin liretilmesidir. Son olarak, bu ¢alismanin
bulgulari, Tiirkiye'nin herhangi bir bélgesindeki
su yapilarinin tasariminda miihendislere ve
karar vericilere 6nemli bilgiler ve 6n bilgiler
saglayabilir. Bu sonuglarin gelecekte fiziksel
tabanli hidrolojik modeller {izerinde c¢alisan
arastirmacilara da 6nemli katkilar saglayacagina
inaniyoruz.
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