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Abstract 

Under extreme increase on video contents in eMBB applications; the 5G 

requirements cannot be handled by the conventional self-organizing in 4G 

infrastructure. While executing load balancing in 5G RAN, mobile user type for 

eMBB applications should be considered. Nowadays, eMBB has been carried by 

QUIC and HTTP2.0 protocol for Android and iOS users, respectively. In mobile user 

aware load balancing, Deep Packet Inspection (DPI) up to application layer for 

packet routing is required. This can be only handled by Software-Defined Network 

(SDN) without any hardware expenditure in physical infrastructure. Therefore, this 

paper proposed Software-Defined Radio Access Network (SD-RAN) with two novel 

functions: Waiting Time Function (WTF) and Load Balancing Function (LBF). In 

WTF; the queuing inspired approach is proposed for the low complex 

implementation of the mobile user aware load balancing in 5G-RAN. Waiting Time 

parameters for iOS and Android users are analytically defined by M/G/1 and G/G/1 

Markov queues. It is also executed by M/M/c/K Markov model SD-RAN topology. 

In LBF; a novel Mixed Integer Linear Problem is defined for waiting time 

optimization. To overcome NP hardness, a local search for the eMBB load threshold 

analysis is performed and determined as 0.79 and 0.94 for UMas and UMis. A low 

complex load balancing algorithm is proposed in the light of these thresholds. 

According to performance results; SD-RAN outperforms nearly 40% QoS than the 

conventional SON according to received packet count. It can serve 40% more users 

than the conventional one without any extra expenditure on physical infrastructure. 

As a result, it can handle eMBB flows with an acceptable waiting time under 2 

milliseconds level. 

 

 
1. Introduction 

 

In today's Covid process; the main reason for the 

increase in data traffic is online-video contents in 

mobile applications, which is newly called as 

enhanced Mobile BroadBand (eMBB) service of 5G 

new radio [1,2]. It is estimated that this content in 

mobile applications is accounted for 74 percent of all 

data traffic in 2024 [3]. According to International 

Mobile Communications (IMT-2020), eMBB service 

should be served in under a few milliseconds. To 

handle this requirement, it is inevitable that Radio 

Access Network (RAN) should meet a 100-fold 

traffic load as compared to the 4G infrastructure [4]. 

It is believed that the 5G requirements can be only 
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handled by a  centralized load balancing instead of the 

self-organizing in 4G. 

 EMBB has been carrying by UDP-based 

QUIC (HTTP3) protocol in the application layer of 

5G network stack. It outputs zero latency for 

connection setup and it overcomes possible packet 

losses caused by UDP-based connections by 

multiplying such connection packets. This provides 

us to serve mobile users with lower latency than 

conventional TCP-based HTTP2.0; however, it 

increases traffic load much more than conventional 

ones. QUIC protocol has been implemented in 

Android applications; whereas, there has been no 

library for iOS ones, yet. Therefore; iOS users are still 

using HTTP2.0 for eMBB applications. However, the 

legacy network cannot differentiate users as iOS or 
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Android without the aforementioned application layer 

details. This motivates to consider mobile user type as 

iOS or Android while executing load balancing in 5G 

RAN [5,6].  

In mobile user aware load balancing, the deep 

packet inspection (DPI) up to the application layer for 

packet routing is required [7]. However, it needs extra 

computing resource in the control plane due to the 

dynamic changes in the signature of the application. 

Moreover, it is hard to manage because of its complex 

implementation in both the control and data planes 

[8,9]. To handle low complex execution of DPI, 

Software Defined Network (SDN) has been used in 

the literature [10,11]. However, DPI is not supported 

in even the standard OpenFlow library [12,13]. 

Therefore, the queuing inspired approach is proposed 

for the low complex implementation of the mobile 

user aware load balancing in this paper. Thanks to the 

analytical model of iOS and Android users, the 

mobile user awareness would extremely decreases the 

complexity of proposed load balancing algorithm. 

Moreover, the Waiting Time parameter of eMBB 

contents varying as iOS and Android would be easily 

calculated in the control plane without any hardware 

implementation in the data plane. As a result; the 

Software-Defined Radio Access Network (SD-RAN) 

is proposed, which has an easy implementation on 5G 

protocol stack. It has two new functions in the control 

plane: Waiting Time Function (WTF) and Load 

Balancing Function (LBF) where the whole 

contributions are given below: 

 WTF: 

o iOS and Android mobile users are modeled by 

M/G/1 and G/G/1 Markov models by 

considering application layer protocols such as 

HTTP2.0 and QUIC, respectively. 

o A Waiting Time parameter per SD-RAN is 

modeled by M/M/c/K Markov model and it is 

extracted by Jackson theorem. 

 LBF: 

o A novel Mixed Integer Linear Problem is defined 

for the Waiting Time optimization. 

o A local search for load threshold analysis is 

performed to overcome NP hardness of the 

optimization problem. 

o A novel Load Balancing Algorithm is proposed 

in the light of load thresholds and optimization 

constraints. 

 

The rest of paper is organized as follows. In 

section 2, the proposed network architecture and 

protocol stack of SD-RAN are given. In section 3, the 

proposed system architecture models Waiting Time 

by using Queuing Theory. Here, the implementation 

details of the Waiting Time optimization problem and 

the Load Balancing Algorithm which executes it are 

defined. In section 4, the performance of the proposed 

SD-RAN is evaluated and the paper is finalized in 

section 5. 

 

2. Network Architecture 

 

 
Figure 1. Network architecture of SD-RAN. 

 

The proposed network architecture of SD-RAN is 

shown in Figure 1. It is decoupled as Data and Control 

planes. In the data plane, there are 5G components 

named as User Plane Function (UPF) and Data 

Network (DN) on the core side and there are Software 

Defined - Radio Access Networks (SD-RAN); i.e. 

base stations varying in terms of coverage area such 

as Urban Macrocell and Urban Microcell in the edge 

side. Here, a traffic flow is routed over SD-RAN, UPF 

and DN through to Internet Service Providers (ISP). 

To handle traffic flows in core, SD-RAN has an 

OpenFlow table where the IP-protocol stack can be 

managed up to the transport layer, i.e UDP/TCP. To 

handle traffic flow in edge, it has also a 5G protocol 

stack where the layers are physical (PHY), medium 

access control (MAC), radio link control (RLC), radio 

resource control (RRC). By using protocol stacks of 

edge side; SD-RAN manages wireless traffic in 

random access procedure, admission control, resource 

management etc. By using protocol stack of core side, 

it dynamically routes a traffic flow through ISP. In the 

core side, each device are dummy and controlled by 

SD-RAN controller in Control plane thanks to 

OpenFlow 1.5.1. protocol [13]. However, deep packet 

inspections are not supported in legacy and in 

OpenFlow switches [14]. To handle application 

awareness in this paper, deep packet inspection is 

performed by Service Data Adaptation Protocol 

(SDAP) layer in SD-RAN. Therefore, the proposed 

SD-RAN can differentiate the mobile user type such 

as iOS and Android. The mobile application sends 

this data to SD-RAN via SDAP service as 

exemplified in Table 1. 
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Table 1. Proposed OpenFlow stack and matching fields of 

SD-RAN. 
MATCH FIELDS ACTION STATISTICS 

IN_ 

PORT 

ETH_ 

TYPE 

IP_ 

PROTO 

USER_ 

TYPE 
Output 

TX_ 

Packets 

Port1 0x800 
6 

(HTTP2) 
iOS Port3 15535 

Port2 0x800 
17 

(QUIC) 

Androi

d 
Port4 17760 

 

The OpenFlow stack of the proposed SD-

RAN by considering different user types and different 

protocols of eMBB applications, is given in Table 1. 

EMBB applications such as Youtube, Spotify etc. in 

Android device has been newly implemented over 

UDP based QUIC (HTTP3) protocol. While 

comparing it with HTTP2.0, it provides low latency 

in connection setup (0-RTT), secure transmission by 

QUIC handshake, and easy implementation due to 

handling in user space instead of core space in a 

mobile device. However, the iOS operating system 

has no support for QUIC protocol. Therefore, it still 

uses HTTP2.0 for eMBB applications in a mobile 

device. In the proposed architecture, the load caused 

by the iOS/Android mobile applications in edge 

network is dynamically balanced by the SD-RAN 

controller. To meet this contribution, there are two 

newly defined functions in the control plane. They are 

named as Waiting Time Function (WTF) and Load 

Balancing Function (LBF), and they are detailed in 

the following section. 

 

3. The System Architecture of the Proposed SD-

RAN 

 

The SD-RAN controller periodically takes statistics 

from OpenFlow switches in the data plane and 

dynamically creates forwarding rule to optimize load 

in UMa and UMi. It calculates analytically defined 

Waiting Time (W) per mobile user and per SD-RAN 

by Waiting Time Function (WTF). Then, it runs the 

Load Balancing Algorithm which dynamically 

changes the route of iOS/Android traffic flows by 

Load Balancing Function (LBF). The Markov model 

of W per user and per SD-RAN are detailed in 

subsection 3.1., and then the optimization formula 

and implementation of its in an LBF are given in 

subsection 3.2. 

3.1. Waiting Time Function (WTF) 

 

This function in the control plane periodically 

calculates Waiting Time per mobile user and per UMa 

and UMi RANs. The analytical definition of the 

Markov models are given below: 

3.1.1. W model for mobile user 

 
Table 2. Queuing models of eMBB applications and 

protocol details. 

User Type 
Application 

Layer protocol 

Transport 

Layer 

Protocol 

Queuing 

Model 

iOS HTTP2.0 TCP M/G/1 

ANDROID QUIC (HTTP3) UDP G/G/1 

 

In this paper, we consider two mobile operating 

systems such as iOS and Android. They are also 

called as the mobile user types in SD-RAN. EMBB 

applications in iOS and Android systems use different 

protocols such as HTTP2.0 and QUIC. The proposed 

queuing models of them and the protocol details are 

defined as in Table 2. EMBB applications in iOS uses 

HTTP2.0 as an application layer protocol which is 

carried on TCP as a transport layer protocol; whereas, 

such applications in Android newly uses QUIC 

(HTTP3) over UDP which extremely reduces RTT to 

meet the eMBB requests in 5G. However, there has 

been no implementation library of QUIC protocol in 

iOS yet, then, EMBB applications in iOS are carried 

on TCP-based HTTP2.0. 

According to these protocol details of the iOS 

and Android systems, the Waiting Time Wij of useri 

on SD-RANj are modeled by M/G/1 and G/G/1, 

respectively. For G/G/1, the Waiting Time is defined 

as follows: 

 

𝑊{𝑖𝑗}(𝑡) =
𝐶𝐴
2+𝐶𝐵

2

2
.
𝜌𝑗(𝑡)

1−𝜌𝑗(𝑡)
.
1

𝜇𝑗
      (1) 

 

where as 𝜌𝑗 is load of SD-RANj and calculated as 

𝜆𝑗 𝜇𝑗⁄ . Here, 𝜆𝑗 is the average arrival rate and defined 

as ∑𝜆𝑖 𝑀𝑗⁄ and 𝜇𝑗 is serving rate of SD-RANj which 

varies according to Urban Macrocell or Urban 

Microcell. They are modeled by General distribution. 

Therefore, CA
2 and CB

2 are coefficients of arrival rate 

as follows: 
 

𝑪𝑨
𝟐 =

𝑽𝒂𝒓 [𝑻]

𝑬𝟐[𝑻]
= 𝝀𝒊

𝟐(𝒕)𝝈𝑨
𝟐                (2) 

 

𝑪𝑩
𝟐 =

𝑽𝒂𝒓 [𝑺]

𝑬𝟐[𝑺]
= 𝝁𝒊

𝟐(𝒕)𝝈𝑩
𝟐               (3) 

 

By combining eqs.1,2, and 3, the Waiting 

Time of useri in SD-RANj is calculated as follows: 
 

𝑾{𝒊𝒋}(𝒕) =
𝝀𝒊
𝟐(𝒕)𝝈𝑨

𝟐+𝝁𝒊
𝟐(𝒕)𝝈𝑩

𝟐

𝟐
.
𝝆𝒋(𝒕)

𝟏−𝝆𝒋(𝒕)
.
𝟏

𝝁𝒋
       (4) 

 
For iOS users, due to handing eMBB 

application over TCP, the arrival rate is modeled by 

Poisson Distribution. Therefore, the queuing model of 
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iOS users is M/G/1. Because of arrival rate 

characteristics of this protocol, 𝜆𝑖
2(𝑡)𝜎𝐴

2 equals to 1. 

The final version of waiting time can be found below: 

 

𝑊{𝑖𝑗}(𝑡) =

𝜌𝑗(𝑡)

1−𝜌𝑗(𝑡)
.
1

2𝜇𝑗
. {

1+𝜇𝑗(𝑡)𝜎𝐵
2

2
      , 𝑖 ∈ 𝑖𝑂𝑆

𝜆𝑖
2(𝑡)𝜎𝐴

2+𝜇𝑖
2(𝑡)𝜎𝐵

2

2
  , 𝑖 ∈ 𝐴𝑛𝑑𝑟𝑜𝑖𝑑 

      (5) 

 

As shown in eq. 5, the load of SD-RANs 

directly affects waiting time, and therefore, to handle 

5G requirements for eMBB applications the load of 

UMa and UMi should be dynamically balanced. Here, 

Waiting Time for SD-RAN should be also modeled 

which is detailed in following sub-section. 

 

3.2.1. W model for SD-RANs 

 
Figure 2. Proposed queuing model of SD-RAN data 

plane. 

 

In SD-RAN, there are Urban Macrocells (UMa) and 

Urban Microcells (UMi) as the outdoor service types 

of SD-RANs. Therefore, the data plane of SD-RAN 

is analytically modelled by using Jackson's network 

as shown in Figure 2. Here, there are multiple 

definitions for the transition probabilities where the 

general version of the probability is defined as 𝑃𝑥→𝑦. 

For example; if a traffic flow of useri is transferred 

from UMa to UMi, it is shown by 𝑃𝑈𝑀𝑎→𝑈𝑀𝑖. For the 

case (x=y), it defines the remaining probability in the 

same SD-RAN. For the case (𝑥 → 𝑥′), it shows the 

handover probability for UMa or UMi within itself. 

These probabilities dynamically changes the load per 

SD-RAN (𝜌𝑗).Therefore, loads per UMa and UMi are 

calculated by using Jackson's network as follows: 

 

𝜌𝑗 =
1

𝑐𝑗𝜇𝑗
. [𝜆{𝑗′}𝑃{𝑗→𝑗′} + 𝜆𝑗𝑃{𝑗→𝑗} +

 {
∑𝜆{𝑈𝑀𝑖}𝑃{𝑈𝑀𝑖→𝑗} ], 𝑗 ∈ 𝑈𝑀𝑎

𝜆{𝑈𝑀𝑎}𝑃{𝑈𝑀𝑎→𝑗} ]  , 𝑗 ∈ 𝑈𝑀𝑖 
                                    (6) 

 

Moreover, 𝑊𝑗 per SD-RAN is modelled by 

using M/M/c/K Markov queue. The reason to prefer 

M/M/c/K instead of the M/M/c queuing model is 

related to computational implementation. In 

M/M/c/K, the arrival rate is in both Poisson and 

Geometric series for different cases. These are finite 

series in M/M/c/K model; and therefore, there is no 

constraint such as 𝜌 < 1 [15]. Then, the computation 

can be easily performed for overload cases 𝜌 ≥ 1. 

Thanks to that, the waiting time for also overload 

cases can be also analytically calculated. While 

working on Dense Urban topology of 5G, this case 

should be also considered. Therefore; each SD-RAN 

which serves as UMa or UMi is modeled by M/M/c/K 

queuing model. The details are given in Appendix A 

and the full formula is given below: 

 

𝑊{𝑖𝑗}(𝑡) = 

𝝆𝒋𝒄𝒋(𝟏−
(𝝆𝒋𝒄𝒋)

𝑲

𝒄𝒋

𝑲−𝒄𝒋
𝒄𝒋! 

𝑷𝟎)+
𝑷𝟎(𝝆𝒋𝒄𝒋)

𝒄𝒋
𝝆𝒋

𝒄𝒋!(𝟏−𝝆𝒋)
𝟐 .[𝟏−𝝆𝒋

𝑲−𝒄𝒋+𝟏
−(𝟏−𝝆𝒋).(𝑲−𝒄𝒋+𝟏)(𝝆𝒋

𝑲−𝒄𝒋
)]

𝝀𝒋 (𝟏−
(𝝆𝒋𝒄𝒋)

𝑲

𝒄𝒋

𝑲−𝒄𝒋
𝒄𝒋! 

𝑷𝟎)

     

                                                                                                                                                                                 (7) 

3.2. Load Balancing Function (LBF) 

 

This function in the control plane dynamically 

changes the route of iOS/Android traffic flow to 

balance the load between UMa and UMi. Therefore; 

the proposed optimization problem executed in LBF 

is defined as follows: 

 

min { ∑ 𝑊𝑖𝑗 , ∑ 𝑊𝑖𝑗

𝑖∈𝐴𝑛𝑑𝑟𝑜𝑖𝑑𝑖∈𝑖𝑂𝑆

}   𝑠. 𝑡. 

{
 
 
 

 
 
 
𝑃𝑈𝑀𝑎→𝑈𝑀𝑖 = 𝑃𝑈𝑀𝑖| 𝜌𝑈𝑀𝑎 > 𝜌𝑈𝑀𝑎

𝑡    , 𝑢𝑛𝑑𝑒𝑟 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒

𝑃𝑈𝑀𝑖→𝑈𝑀𝑎 = 𝑃𝑈𝑀𝑎| 𝜌𝑈𝑀𝑖 > 𝜌𝑈𝑀𝑖
𝑡    , 𝑢𝑛𝑑𝑒𝑟 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒

𝑃𝑈𝑀𝑎→𝑈𝑀𝑎 + (∑𝑃𝑈𝑀𝑎→𝑈𝑀𝑖) + 𝑃𝑈𝑀𝑎→𝑈𝑀𝑎′ = 1
𝑃𝑈𝑀𝑖→𝑈𝑀𝑖 + 𝑃𝑈𝑀𝑖→𝑈𝑀𝑎 + 𝑃𝑈𝑀𝑖→𝑈𝑀𝑖′ = 1

∑ 𝜆𝑖𝑗 ≤ 𝜓𝑗𝑖

∑ 𝑊𝑖𝑗 < 𝜙𝑖𝑂𝑆    , 𝑗 ∈ {𝑈𝑀𝑎,𝑈𝑀𝑖}𝑖∈𝑖𝑂𝑆

∑ 𝑊𝑖𝑗 < 𝜙𝐴𝑛𝑑𝑟𝑜𝑖𝑑𝑖∈𝐴𝑛𝑑𝑟𝑜𝑖𝑑

     

                                                                                                        (8) 

where the objective function is minimizing both totals 

waiting time for iOS and for Android traffic flows. 

This problem has seven constraints in total. The first 

two constraints define the transition between UMa 

and UMi when the SD-RAN is overloaded by 

considering load thresholds 𝜌𝑈𝑀𝑎
𝑡 , 𝜌𝑈𝑀𝑖

𝑡   . The third 

and fourth constraints are related to the general 

theorem such that the total probability of incoming 

and outcoming flows in a node should be equal to 1. 

The fifth constraint defines that the resource capacity 

𝜓𝑗 should meet the total arrival of users. Therefore, 
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the first five constraints are directly related to load 

balancing for an optimization problem. Because of 

including both discrete and continuous variables in 

these constraints, it is performed by a Mixed Integer 

Linear optimization problem, and the optimal solution 

is normally executed by using the Branch and Bound 

algorithm. However, such a solution results in NP-

hard complexity which is not acceptable for 5G 

requirements. Therefore, the constraints seven and 

eight are also added to this optimization problem. 

They defines the acceptable 5G requirements 𝜙 for 

iOS and Android users. To handle it, this problem is 

solved by a greedy algorithm. The expected result is 

negligible serving time in the SD-RAN control plane 

with a greedy algorithm in low complexity. The 

threshold analysis is detailed in subsection 3.2.1 and 

the proposed algorithm is given in subsection 3.2.2. 

 

3.2.1. Local Search for  Thresholds 

 

In this subsection, the load thresholds are analyzed by 

using a local search of transition probabilities 

between UMa and UMi [16]. These thresholds enable 

to focus of much more small search space on an 

optimization problem, and therefore, it extremely 

decreases the complexity of the proposed load 

balancing algorithm. Thanks to this contribution, the 

control plane meet one of the 5G requirement defined 

as giving response to the data plane in 1 second.  

 

 
(a) ρUMa

t  analysis for UMa to UMi transition. 

 
(b) ρUMi

t  analysis for UMa to UMi transition. 
Figure 3. Threshold analysis for each transitions. 

 

In Figure 3, there are two subfigures for 

𝜌𝑈𝑀𝑎
𝑡 , 𝜌𝑈𝑀𝑖

𝑡   analysis, respectively. In each subfigure, 

there is a line-graph for Waiting Time and there is a 

colormap for the load per SD-RAN. Each graphs are 

executed according to x-axis which shows the 

increased transition probabilities for UMa and UMi. 

The analyses depend the parameters given in a Figure 

4. 

o 𝜌𝑈𝑀𝑎
𝑡  analysis: In figure 3a, x-axis shows the 

transition probability between UMi to UMa 

where there is no assigned user in UMa initially. 

As the probability increases; i.e. as the load is 

balanced by transfering from UMi to UMa 

layers, the Waiting Time in UMa increases, 

whereas it decreases in UMi according to eqs. 6 

and 7. There is one optimum point and the local 

search defines the optimum threshold as 0.79 

when the transition probability from UMi to 

UMa is 0.105. 

o 𝜌𝑈𝑀𝑖
𝑡   analysis: In figure 3b, x-axis shows the 

transition probability between UMa to UMi 

where there is no assigned user in UMis initially.  

As the probability increases; i.e. as the load is 

balanced by transfering from UMa to UMis, the 

optimum threshold is found as 0.94 when the 

transition probability from UMa and UMi is 

0.22. 
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3.2.2. Proposed Load Balancing Algorithm 

 

 

The pseudo code of the proposed Load Balancing 

algorithm is given in Algorithm 1. It requires 

transition probabilities within UMa and UMis and 

OpenFlow statistics from the data plane. The main 

part is defined between lines 1-10. Lines between 1 

and 5 check the threshold of UMa which is 

theoretically defined threshold 0.79 in the previous 

subsection. Lines between 6 and 10 also check the 

threshold of UMi which is theoretically defined 

threshold 0.95. If the SD-RANs are overloaded 

according to these thresholds, the transition functions 

are executed for load balancing from x to y. For lines 

1-5, x equals to UMa and y equals to UMi; whereas 

for lines 6-10, they are in the opposite cases. Between 

lines 11-32, the transition function from x to y is 

defined. It checks the constraints of the proposed 

optimization formula in eq.8. Between lines 12-30, 

there is a loop that runs until all waiting times of iOS 

and Android users are acceptable. The algorithm 

firstly tries to find an Android flow to change 

destination SD-RAN by checking OpenFlow 

statistics. The reason of it, the Android applications 

newly use UDP-based QUIC protocol which does not 

need the whole connection setup as iOS applications 

need. This characteristic of QUIC protocol makes the 

route of a flow changeable without any packet loss. 

While balancing the load in an SD-RAN, firstly the 

Android flows are tried to be transmitted through 

other SD-RANs. If there are no suitable Android 

flows, in order to balance load the route of iOS flows 

is taken into consideration. If there is neither Android 

nor iOS flows in topology, this proposed algorithm 

does not perform load balancing. 

 

4. Performance Evaluation 

 

As given in Figure 5, the MATLAB R2019b is used 

for the simulation environment of SD-RAN. The 

Simulink builds a topology where there are two UMas 

and four UMis in total. It is divided into the data and 

control planes. In the control plane, there is SD-RAN 

controller where the proposed load balancing 

algorithm as given in Algorithm 1 is implemented by 

Stateflow library of MATLAB. In the data plane, 

there are two user types. One has eMBB flow from 

remote server in core to Android user in the edge that 

is carried by QUIC protocol; the other one has also 

eMBB flow of which the destination is the iOS user 

and it is carried by HTTP2.0 protocol. These users are 

shown in blue and red blocks respectively. They are 

generated at the same rate such as 50% Android and 

50% iOS users in a topology. These flows are routed 

over either UMas or UMis where they are colored by 

gray and yellow blocks, respectively. The other 

elements in this environment are for measuring the 

elapsed time, and generating arrivals of M/G/1 and 

G/G/1 flows. The arrival rate of eMBB flow varies 

between 33333 and 8333333 packets/sec in a whole 

topology where the eMBB load per UMa is in range 

[0,1.5]. The total number of users is increased up to 

36300 while performing an evaluation. The physical 

layer parameters for UMa and UMi are also found in 

Table 3. Uma has a 4GHz spectrum with 200MHz 

bandwidth usage; whereas UMi has 30 GHz spectrum 
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with 1000MHz bandwith usage. The serving rates are 

taken as 6e-5 and 1.2e-5 in Matlab with 10000 queue 

size. 

 
Table 3. Experimental setup details. 

 Spectrum, 

Bandwitdh 

Cell 

range 

Channel Serving  

Rate 

Queue 

 size 

UMa 4GHz, 

200MHz 

1000m 20 6e-5 

secs/packet 

10000 

UMi 30GHz, 

1000MHz 

400m 7 1.2e-5 

secs/packet 

10000 

 

In Figure 5, the waiting time analysis is given 

for the proposed SD-RAN and the conventional SON 

for different user types such as iOS and Android via 

their protocols named HTTP2 and QUIC. There are 

four different eMBB loads as the arrival rate for UMa 

in the topology. As eMBB load is increased from 

0.005 to 0.5, it can be served under an acceptable level 

(4 milliseconds) in both SD-RAN and the 

conventional SON. However; as it is increased from 

1 to 1.5, the utilization of UMas  (𝜌𝑈𝑀𝑎) in the 

conventional SON goes up to 1, which means the 

queue becomes full and the packet drops start. In other 

words, the received packets by iOS or Android users 

is less than generated in the eMBB server. This 

extremely damages the QoS of both iOS and Android 

users because of not having centralized load 

balancing and user type awareness in the conventional 

SON. On the other hand; in the proposed SD-RAN, 

this eMBB load can be dynamically distributed 

through suitable UMis according to predetermined 

thresholds in sub-section 3.2.1. When eMBB load is 

increased up to 1.5, SD-RAN can serve all eMBB 

flows under 2 milliseconds level; unfortunately, the 

waiting time extremely exceeds 4 milliseconds level 

in the conventional SON. Moreover; the utilization of 

UMas and UMis are balanced in SD-RAN, and 

therefore, the received packets are nearly the same as 

generated in the eMBB server during simulation time. 

It is important to emphasize that the proposed 

Algorithm 1 firstly transfers QUIC based eMBB 

flows (Android users) through other RANs not to 

cause an unnecessary interruption in TCP based 

HTTP2 flows of iOS users. Because; switching TCP 

based HTTP2 flows unnecessarily, can make the QoS 

worse than an unbalanced case in the topology when 

it tries to balance. Therefore, the waiting time of 

HTTP based eMBB flows is higher than QUIC ones 

in the proposed SD-RAN, but all are under the 

acceptable level where there is no quality damage 

visible to the user. 

The analysis for the received packet count is 

also shown in Figure 6. When the eMBB load is 0.005 

and 0.5, there is no packet drop in the proposed SD-

RAN for iOS users; whereas, the QoS in other cases 

are over 90% level according to the received packet 

count. When the eMBB load is 1,  the received packet 

count is nearly 19500 for both iOS and Android users 

in SD-RAN; whereas, it outputs as 17125 for Android 

and 15825 for iOS users. Namely; the proposed SD-

RAN serves the mobile users with 97.5% QoS; 

whereas, the QoS decreases 80% level with the 

conventional SON. Here, SD-RAN outperforms 

17.5% QoS than the conventional one. When the load 

is 1.5, the received packet count is nearly 30000 in the 

proposed SD-RAN by 85.7% QoS; whereas, the 

conventional one receives only 17760 and 15535 

packets for Android and iOS users respectively, 

which outputs 44% QoS. Here, SD-RAN outperforms 

nearly 40% QoS than the conventional SON 

according to the received packet count. 

Figure 4. Performance evaluation scenario. Figure 4. Performance evaluation scenario. 
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(a) eMBB load is 0.005. 

 
(b) eMBB load is 0.5. 

 
(c) eMBB load is 1. 

 
(d) eMBB load is 1.5. 

Figure 5. Waiting Time analysis of the proposed SD-

RAN and the conventional SON for different user types 

such as iOS and Android.

 
(a) eMBB load is 0.005. 

 
(b) eMBB load is 0.5. 

 
(c) eMBB load is 1. 

 
(d) eMBB load is 1.5. 

Figure 6. Received Packet Count analysis of the proposed 

SD-RAN and the conventional SON for different user 

types such as iOS and Android. 
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(a) eMBB load is 0.005. 

 
(b) eMBB load is 0.5. 

 
(c) eMBB load is 1. 

 
(d) eMBB load is 1.5. 

 

Figure 7. Utilization analysis of UMas and UMis for the 

proposed SD-RAN and the conventional SON. 

 

The analysis for the utilization 

(𝜌𝑈𝑀𝑎, 𝜌𝑈𝑀𝑖) is also shown in Figure 7. When the 

eMBB load is less than 0.5, the utilization of UMas 

and UMis are also under 0.5 for both the conventional 

and proposed schemes which also means each can 

serve eMBB flows under the acceptable level (4 

milliseconds) with at most 0.5 utilization ratio. 

However; when the eMBB load is 1 and 1.5; the 

utilization of UMas in the conventional SON quickly 

becomes 1 during the simulation. Here, the utilization 

of UMis is at too low level. Due to not having a global 

view, it cannot balance load in optimal on the 

topology. On the other hand, the utilization of UMas 

and UMis are in nearly 0.6 and 0.4 levels in the 

proposed SD-RAN, which clearly results in the 

optimal load balancing on the whole topology. While 

doing this, it also considers the user type as iOS and 

Android. As a result, it can serve 40% more users than 

the conventional one without any extra expenditure 

on physical infrastructure. 

 

5. Conclusion 

 

In this paper, a novel mobile user type aware load 

balancing in SD-RAN is proposed. It has two new 

functions: Waiting Time Function (WTF) and Load 

Balancing Function (LBF). In WTF; by considering 

mobile user type, it differentiates users such as iOS 

and Android which commonly use HTTP2.0 and 

QUIC protocol for eMBB flows. Thanks to a novel 

analytical model of waiting time parameter 

(M/M/c/K) for iOS (M/G/1) and Android (G/G/1) 

users, the proposed load balancing algorithm is easily 

performed in the control plane without any hardware 

implementation in the data plane. In LBF; to balance 

eMBB load by considering the user types, DPI in 

SDN is also handled by queuing inspired approach 

without any expenditure in OpenFlow standard 

library. A novel Mixed Integer Linear Problem is 

defined for the waiting time optimization. To 

overcome NP hardness of this problem, the load 

thresholds for UMa and UMis are preliminary 

analyzed and determined as 0.79 and 0.94, 

respectively. According to performance results; SD-

RAN outperforms nearly 40% QoS than the 

conventional SON according to received packet count 

and it can serve 40% more users than the conventional 

one without any extra expenditure on physical 

infrastructure. When eMBB load is extremely high, 

SD-RAN can serve mobile users under a 2 

milliseconds level. 

 

Appendix A. M/M/c/K model 

 

In M/M/c/K queuing model, the probability density 

function of arrival rate has different distributions for 

0 ≤  𝑛 < 𝑐 and c≤  𝑛 < 𝐾 cases. It is in Poisson and 

Geometric distributions for these cases, respectively. 

The probability density function 𝑃𝑛 is defined as 

follows: 
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𝑃𝑛 = {

𝑟𝑛

𝑛!
𝑃0              , 0 ≤ 𝑛 < 𝑐

𝑟𝑛

𝑐𝑛−𝑐𝑐! 
𝑃0      , 𝑐 ≤ 𝑛 ≤ 𝐾

                (A.1) 

where 𝑟 = 𝜆\𝜇, and c is the number of server and K-

c is the length of queue. By executing ∑𝑃𝑛 = 1 

theorem, 𝑃0 is calculated below: 

 

𝑃0 =

{
 

 
1

𝑟𝑐

𝑐!
(
1−𝜌𝐾−𝑐+1 

1−𝜌
)+∑

𝑟𝑛

𝑛! 
𝑐−1
𝑛=0

   , 𝜌 ≠ 1

1
𝑟𝑐

𝑐!
(𝐾−𝑐+1)+∑

𝑟𝑛

𝑛! 
𝑐−1
𝑛=0

       , 𝜌 = 1
         (A.2) 

 

By executing L'Hospital rule on ∑𝑛𝑃𝑛, the 

number of packets waiting in a queue (Lq) is 

calculated. Then, the number of packets in the whole 

system (L) is found as follows: 

 

𝐿 = 𝐿𝑞 + 𝑟(1 − 𝑃𝑘)                (A.3) 

 

where 𝑃𝑘 is the blocking probability. As a result, the 

total waiting time (W) for M/M/c/K model is 

calculated by using eqs.A.1,A.2, and A.3 as 

follows[15]: 

 

𝑊 =
𝐿

𝜆(1−𝑃𝑘)
                   (A.4) 
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