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Özet—Cilt kanseri oldukça yaygın görülmektedir. Cilt kanseri tedavisinde erken tespit önemlidir. Artık cilt kanseri 

tanısında bilgisayar teknolojisi temelli yöntemler (derin öğrenme, görüntü işleme) daha yaygın olarak kullanılmaktadır. 

Bu yöntemler ile tanı sürecinde insan hatası ortadan kaldırılabilir. Lezyon görüntüleri üzerindeki kıl gürültüsünün 

temizlenmesi doğru bölütleme için önem teşkil eder. Doğru bölütlenmiş lezyon görüntüsü ile cilt kanseri tanısında 

başarı oranı artacaktır. Bu çalışma, cilt kanseri görüntülerinde kıl temizliği ve bölütleme için FCN8 tabanlı yeni bir 

yaklaşım sunmaktadır. FCN8 algoritmasına ResNetC eklenerek başarı artışı sağlanmıştır. ResNetC ResNet tabanlı yeni 

bir modeldir. Çalışmada ISIC 2018’e ait iki veri seti ve PH2 veri seti kullanıldı. Kıl temizliğinde eğitim başarısı 

%89.380, lezyon bölütlemesinde ise %97.050 olarak elde edildi. Lezyon görüntülerindeki kıl gürültüsü temizliği için 

3000 kıl maskesi çalışmada kapsamında oluşturulmuştur. 
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Hair Removal and Lesion Segmentation with FCN8-

ResNetC and Image Processing in Images of Skin Cancer 
 

Abstract— Skin cancer is quite common. Early detection is crucial for the treatment of skin cancer. Methods based on 

computer technology (deep learning, image processing) are now increasingly used to diagnose skin cancer. These 

methods can eliminate human error in the diagnostic process. Removing hair noise from lesion images is essential for 

accurate segmentation. A correctly segmented lesion image increases the success rate in diagnosing skin cancer. In this 

study, a new FCN8-based approach for hair removal and segmentation in skin cancer images is presented. Higher 

success was achieved by adding ResNetC to FCN8. ResNetC is a new model based on ResNet. Two datasets were used 

for the study: ISIC 2018 and PH2. Training success was 89.380% for hair removal and 97.050% for lesion 

segmentation. 3000 hair masks were created as part of the study to remove hair noise in the lesion images. 

 

Keywords—deep learning, hair removal, skin cancer, FCN, ResNet  

 

1. INTRODUCTION  

 

Cancer is the uncontrolled proliferation of cells in 

various organs [1]. Cancer is a deadly disease. In 2020, 

ten million people died from cancer [2]. This is a very 

high rate for other reasons as well. Skin cancer is quite 

common among different types of cancer in the world. 

 

Nowadays, the number of cases has increased rapidly due 

to the influence of environmental conditions such as 

sunlight. In skin cancer, there are melanoma, basal cell 

carcinoma, squamous cell carcinoma and actinic 

keratosis. Melanoma is the most deadly skin cancer. The 

number of new cases of melanoma in the US in 2021 is 

115320 and the number of deaths is 11540, and 63% of 

deaths from skin cancer are malignant [3]. 

 

Early diagnosis is critical for the treatment of skin cancer. 

The five-year survival rate is 92% [4]. Melanoma-type 

skin cancer tends to metastasize and spread to other 

tissues. The likelihood of metastasis is high for melanoma 

tumors with a penetration depth greater than 2 mm [5]. 
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Traditional methods such as the ABCD rule, biopsy, and 

dermoscopy are used in skin cancer diagnosis. The 

ABCDE rule is a standard method (A: asymmetry, B: 

margin, C: color, D: diameter). Dermatologists can 

predict melanoma with 75% accuracy, which is low [6]. 

Moreover, this diagnostic method is influenced by the 

person's current situation. Dermatologists evaluate 

dermoscopy images to predict skin cancer. This method 

can take a lot of time. And human-caused errors may 

occur in this process [7]. In this traditional method, the 

diagnosis of skin cancer takes a long time. For this reason, 

patient comfort may be affected. The accuracy of cancer 

detection in visual inspection may decrease depending on 

the dermatologist's qualification. Considering the 

importance of early diagnosis of skin cancer, it becomes 

clear how important the situation is. The success rate of 

the best dermatologists is about 80%. And this rate 

depends on human factors [8]. At this point, the 

importance of the new method becomes clear. 

 

Nowadays, novel approaches are frequently used to 

diagnose skin cancer [9]. Artificial intelligence and image 

processing are new methods for diagnosing skin cancer. 

Surgical techniques take a lot of time and disturb patients. 

Computerized algorithms can eliminate human errors and 

achieve successful results as an expert. When detecting 

skin cancer, it is crucial to remove hair-like noise from 

the lesion. These methods have some advantages. There 

are no human errors in this method. And they require very 

little time. But this method also has some challenges. 

Correct removal of hair in lesion images is a major 

challenge. Hair removal affects the accurate segmentation 

of the lesions. This improves the accuracy [10]. 

 

Many deep learning models such as FCN8, FCN16, 

FCN32, UNet, LinkNet and ResNet. Image processing is 

essential for preparing data for Deep Learning algorithms. 

It is seen that image processing features such as color 

spaces (e.g., YUV, RGB, HSV), pixel values, features, 

edge detection, thresholding, and contrast enhancement 

are used in such studies [11, 12]. 

 

1.1. Related Works 

 

Image processing is often used to remove noise. 

DullRazor is an image processing algorithm. And it is 

used to remove hair noise in skin cancer images. This 

method is not very effective. But it is easy to use. For this 

reason, this algorithm is widely used now. This algorithm 

cleans up hair in the lesion based on the pixel values of 

the images [13]. 

 

In some studies, image processing is used to remove hair 

noise from lesion images without Deep Learning. In these 

studies, contrast and brightness in the images are critical 

for these operations. In these methods, the noise is 

removed based on the difference of pixel properties inside 

and outside the noise [14].  

 

In the study by Zafar et al, correct lesion segmentation 

was aimed by using U-Net and ResNet architectures 

together. Using different models together increases 

accuracy. They used image modification with the 

estimated mask to remove hair noise. The disadvantage of 

this method is that the process can affect areas of the 

lesion other than hair. The hair noise is removed based on 

the pixel values of the clean areas of the lesions. This 

study shows that FCN has higher accuracy than U-Net 

[15]. 

 

Another critical step after hair removal is the correct 

segmentation of the lesion. The main problem is that a 

valid threshold procedure for each lesion is impossible. It 

is impossible to accurately locate and segment the edges 

of the lesion if the threshold is inaccurate. In this context, 

Celebi et al. presented an unsupervised, fast and 

successful algorithm for lesion edge detection and 

accurate segmentation [16]. 

 

In the literature, some studies use pre-trained models such 

as VGG16 and efficiennet. With these pre-trained models, 

the accuracy improves and the number of epochs 

decreases. In one study, U-Net with VGG 16 encoder was 

used. They achieved a dice accuracy of 91.5% with the 

ISIC 2017 dataset. There was no hair removal stage in 

this study [17]. Akyel and Arıcı proposed a U-Net-based 

model. They achieved about 88% in noise removal and 

92% in segmentation using the ISIC 2018 dataset. This 

study only includes images with hair noise [18]. 

 

A model is proposed in one study. It is shown that 

DullRazor is not sufficient to remove hair noise in this 

study. The dice accuracy was calculated to be 88.43%. 

They mentioned that hair removal increases the accuracy 

[19]. Rajan et al. proposed a segNet-based model. In this 

study, a dice accuracy of 85.16% was obtained using the 

PH2 dataset. These values can be improved by various 

hair removal methods [20]. In one study, a hair dataset 

was created. This dataset contains only simulated noise. 

The model was used at 512x512, which is high [21]. Alex 

et al. presented a U-Net based method for hair cleaning. 

In this study, a hair dataset was created. The archived 

about 96% dice coefficient in hair removal and about 86% 

in segmentation [22]. Polat et al. presented a new method. 

They used histograms and clusters. In this study, 1279 

images were used [23]. A study worth mentioning in this 

area is the work of Sahiner et al. First, the images are 

processed by converting them to gray scale and using 

median filters and histogram values. Then, the 

segmentation process is performed by determining the 

corners and the area of the lesion based on the pixel 

values. In the third part, the results of this project were 

compared with our results [24]. Hasan et al. presented a 

new and automated semantic network method for skin 

cancer segmentation. In this study, U-Net and FCN 

algorithms are applied together and the results are 

compared. As a result of the study, a success rate of about 

87% was obtained. The ISIC 2017 dataset was used in the 

study. This study shows that the pixel properties affect the 

accuracy. The results of lesion segmentation were 

affected by low contrast. As can be seen, one of the major 

problems in lesion segmentation is brightness, contrast 

transitions, and color conditions [25]. 
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In another study, success of about 70% was achieved. 

Segmentation is performed by image processing without 

hair removal. The effect of this situation on the 

low success rate cannot be ignored [26]. Cihan and Arıcı 

presented a model called LinkNet-B7. They created a 

noise dataset that includes hair, ink marks etc. In this 

study, lesion segmentation phase was performed 

with cleaned images [27]. 

 

Examining the literature, Deep Learning and image 

processing methods are not alone in hair removal and 

segmentation. In this study, these two approaches were 

combined. We expect that it will contribute to the 

literature with this aspect. We created a hair dataset 

containing only hair noises. The second section explains 

the material and the method we used to test the proposed 

approaches. The results of the method are presented, 

discussed and summarized in the third section. 

 

2. MATERIAL AND METHOD  

 

2.1. Material 

 

We used two ISIC2018 datasets. The first dataset contains 

10015 RGB images in jpeg format in the first dataset. 

From this dataset, 2000 images containing hair noise 

(they may also have other noise) were randomly selected 

and increased to 8000 by data augmentation at the hair 

removal stage. This dataset is now called the cleaning 

dataset (8000 RGB images and masks created in the hair 

removal stage) [28]. The cleaning dataset can be seen in 

Figure 1. A hardware system with a GTX3080 graphics 

card and 24 GB of DDR5 RAM was used in multiple 

stages. 

Fig. 1. Cleaning dataset 

 

The second dataset (1300 images and masks) [29] and 

200 images belonging to PH2 [30] were used for lesion 

segmentation. We increased the number of images to 

52800 by data augmentation. This dataset will be referred 

to as the segmentation dataset in the following. 

 

In both stages, data augmentation was used to increase 

learning accuracy and prevent the system from falling into 

overfitting (90 and 180 degree rotation, horizontal and 

vertical mirroring). The segmentation data set can be seen 

in Figure 2. 

 

 
Fig. 2. Segmentation dataset 

 

2.1.1. Image Preprocessing 

 

In both stages, data augmentation was used. 

Parameters for ImageDataGenerator: 

 

• horizontal_ flip=True      

• vertical_ flip=True,       

• width_ shift_ range=0.1,  

• height_ shift range=0.1 

 

The images were divided into data sets of 16 slices 

(224x224x3). So we can use a total of 896x896x3 image 

sizes as inputs. This helps to improve the accuracy. The 

cleaning dataset consists of 128000 images and the 

segmentation dataset consists of 844800 images. Figure 3 

illustrates this process. 

 

 
Fig. 3. Image slices 
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2.2. Method 

 

We divided the data set into 70% training, 20% 

validation, and 10% testing. In our study, the system was 

trained at these rates in the training stage, and no 

overfitting occurred. For this reason, the rates given for 

the training and test data were used.  

 

FCN was chosen for the training stages. Training 

accuracy can be increased using other deep learning 

methods such as U-Net and LinkNet. 

 

2.2.1. Proposed Model 

 

We used the FCN8 algorithm. The FCN8 algorithm has 

27 layers, imagenet weights, and an input size (224x224). 

The optimizer was determined to be adam. We used the 

dice coefficient and the softmax loss function. The 

general architecture of FCN is shown in Figure 4. 

 
Fig. 4. FCN model [25].  

 

Each data layer in a Convnet (Convolutional Neural 

Network) is a three-dimensional array of size h × w × d (h 

and w are spatial dimensions and d is the feature or 

channel dimension). The first layer is the image, with 

pixel size h × w and d color channels. Convnets are built 

on translation invariance. The basic components: 

Convolution, Pooling and Activation functions operate on 

local input regions and depend only on the relative spatial 

coordinates. FCN uses 1*1 convolutional layers [31]. We 

used the softmax output function, which is used in FCN 

algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We proposed a new ResNet model. And we inserted it 

into FCN8 algorithm before the last layer. The new 

ResNet model is called ResNetC. Figure 5 shows the 

architecture of ResNetC. This model provides about 1% 

more success than the basic ResNet model. 

 

 
Fig. 5. ResNetC Architecture.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 6. Comparison of FCN8, 16, 32 [30] 

model [25]. 
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FCN8 includes an upsampling operation. Additional 

predictions of pool3 at Stride 8, providing even more 

precise bounds. In FCN8, an 8-fold upsampling is used. 

This means that each pixel value is multiplied by 8 to 

equalize the size of the input and output images. FCN8 

has more features with pool three than FCN16, 32, so it 

achieves the best results. This can be seen in Figure 6 

[31]. The parameters used in the training stages are listed 

in Table 1. 

 

Table 1. Model Parameters 

Parameters Hair Removal 
Stage 

Lesion Segmentation 
Step 

Batch Size 8 8 

Learning Rate 0.01 0.01 

Epoch Number 1000 1000 

Input Size 224*224 224*224 

Optimizer Adam Adam  

 

2.2.2. Parameters 

 

• Dice coefficient:  The dice coefficient is 2 * the 

overlap area divided by the total number of pixels in both 

images (ground truth: Y, predicted segmentation: X) [32]. 

 

 (2 ∗ |X ∩ Y |)/(|X| + |Y |) (1) 

 

• The Jaccard: Jaccard similarity index is the most 

pronounced relationship between the intersection and 

union of the segmented image and the ground truth [32]. 

 

•  Loss function: We use the softmax loss function for 

both levels. Softmax loss is a softmax activation plus a 

cross-entropy loss. The cross-entropy loss is the sum of 

the negative logarithms of the probabilities [33]. 

 

•Optimizer: Adam optimization is a stochastic 

gradient descent method [34].  

 

  mIoU(Mean Intersection Over Union): Given an 

image, the IoU measure gives the similarity between the 

predicted region and the true region for an object present 

in the image and is defined as the size of the intersection 

divided by the union of the two regions [35]. 

 

  We used mean IoU in Keras library. In this study, 

mean IoU was used.  

 

The format of an equation should be like   TP: True 

Positive, FP: False Positive, and FN: False Negative. 

 

   𝐼𝑜𝑈 = 𝑇𝑃
𝐹𝑃+𝑇𝑃+𝐹𝑁 (2) 

 

2.3. First Stage: Hair Removal Stage 

 

The hair masks of the images in the cleaned dataset were 

created at this stage and the FCN8 was trained with these 

images and masks. The hair removal algorithm includes 

the following steps. 

 

Step 1: The images were resized to 224x224x3 (2000 

RGB images in total).  

 

Step 2: The hair masks of the images were created by 

Adaptive Thresholding.  

 

Step 3: In this step, tiny bubbles and fine hairs were 

removed from the image using the median filter. Then 

opening and closing operations were performed to 

remove the noise in the hair masks. 

 

Step 4: Hair masks created in the first three steps were 

corrected by examining the hair noise in the lesion 

using the Adobefireworks program (Figure 7).  

 

A total of 2000 hair masks were created in this step. With 

data augmentation, the number of images and masks then 

increased to 8000. 

 

 
Fig. 7. Adaptive threshold process.  

 

Step 5: The cleaned datasets are divided into 89600 

training, 25600 validation and 12800 test datasets.  

 

Step 6: The model was trained for 1000 epochs.  

 

Step 7: The model was created with test data. The masks 

were cleaned using morphological operations and a 

median filter. Using a mask that predicts hair noise, the 

image was cleaned using INPAINT. At this stage, the 

INPAINT function in the OpenCV library was used. 

 

2.4. Second Stage: Lesion Segmentation Stage 

 

The system was trained with the FCN8 algorithm at this 

stage. A segmentation dataset consisting of 844800 

images and masks was used for this purpose. Noise in the 

images was removed in the first stage. Images containing 

different noises, such as patches, were not excluded from 

the dataset. The lesion segmentation algorithm includes 

the following steps. 

 

Step 1: Using the model obtained in the previous step, the 

dataset was cleaned of hair noise. And the images and 

masks were reduced to 224x224x3 channels (RGB 

images).  
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Step 2: In this step, the number of images was 

increased to 52800 by data augmentation.  

 

Step 3: The segmentation datasets are divided into 591360 

training, 168960 validation and 84480 test datasets.  

 

Step 4: The model was trained for 1000 epochs.  

 

Step 5: Cleaning the segmentation results from noise 

using morphological operations (Median Filter, Open, 

Close, Dilate).  

 

The mask estimated in this step was optimized by image 

processing. Noise was removed on the mask using the 

median filter. Later, the opening and closing operations 

were applied and the noise in the segmentation was 

cleaned. Dilatation function was used to correct area 

reductions caused by previous operations. And tiny 

regions were removed. In this way, the images of the 

lesions can be segmented more accurately. 

 

3. RESULTS 

 

In this study, the FCN8 hair removal and lesion 

segmentation algorithm achieved validation accuracies of 

approximately 88.510% and 94.200% with the specified 

parameters. The algorithm was run for 1000 epochs for 

two steps (hair removal and lesion segmentation).  

 

Since there was no significant decrease in the validation 

loss rate after 1000 epochs, the training was stopped with 

this number of epochs. The results can be seen in Tables 2 

and 3. 

 
Table 2. Hair removal stage results 

Hair Removal Stage 

Parameters FCN8-
ResNetC 

FCN8 FCN16 FCN32 

Training 

Accuracy 
(%) 

90.300 89.380 87.600 85.150 

Training 
Loss(%) 

11.950 12.020 13.950 15.200 

Validation 

Accuracy 
(%) 

89.600 88.540 85.320 84.700 

Validation 

Loss(%) 

7.285 7.350 7.800 8.750 

Jac(%) 85.900 85.050 83.200 81.100 

mIoU(%) 89.050 88.250 85.300 83.950 

Sensitivity 89 88.100 87.150 85.300 

Specificity 90.400 89.600 87.900 84.860 

 

Figures 8 and 9 show the results of hair removal and 

lesion segmentation. 

 

During the literature review, it was found that 

thresholding and image processing algorithms have been 

used in many hair removal studies. The common problem 

in these studies is that the hair mask cannot be estimated 

correctly and there is loss of data due to hair removal. 

Hair noise affects the accuracy of lesion segmentation. 

Figure 10 shows that success decreases when the mask is 

calculated with the model without hair removal. 

Table 3. Lesion segmentation stage results 
Lesion Segmentation Stage 

Parameters FCN8-

ResNetC 

FCN8 FCN16 FCN32 

Training 

Accuracy 
(%) 

98 97.05 95.100 91.050 

Training 

Loss(%) 

9.200 9.880 10.220 11.300 

Validation 
Accuracy 

(%) 

95.100 94.440 91.200 89.600 

Validation 

Loss(%) 

5.600 5.920 6.600 6.750 

Jac(%) 92.200 91.700 85.950 85.800 

mIoU(%) 93.100 92.360 89.320 87.300 

Sensitivity 97.500 96.800 94.800 90.700 

Specificity 98.050 97.300 95.250 91.600 

 

 
Fig. 8. Results of test data. 

 

 
Fig. 9. Lesion segmentation results of test data.  

 

Some studies show that FCN8 has higher accuracy than 

U-Net in hair removal and segmentation [15, 25]. In the 

1st stage, noises are removed from the lesion. In the 2nd 

stage, more accurate results were obtained by re-

segmentation with image processing on the noise-free 

image used as input. 

 

Figure 11 shows the comparison between our model and 

the document [24]. In the aforementioned study, a success 

rate of 96% was achieved. These images are complex 

examples of segmentation. Since they have a low contrast 

transition and a locally high brightness, it can be seen that 

our model gives more successful results. 

 

The study by Talavera-Marinzez et al. used a hair dataset 

containing only simulated hair noises, similar to our work 

[21]. The study by Alex et al. is similar to ours. In this 
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study, a noise dataset was created (306 images and masks 

in ISIC 2018 [22]. 

 

 
Fig. 10. The effect of hair removal. 

 

 
Fig.11. Comparison of models. 

 

This study compared other models with the same dataset 

in the segmentation stage. In addition, we selected two 

studies. The study by Phan et al. used a U-grid-based 

model [36]. And Bagheri et al. proposed an RNN-based 

model [37]. Tables 4 and 5 show the comparison of the 

results of the different models. 

 

Table  4.  Comparison  of  the  models  when  trained        

            on  the  PH2 dataset. 
 

Method 
 

Dice 

Score (%) 

 

Dataset 
Image 

Num 

Popescu and El-

Khatib [14] 

86.79 PH2 200 

Zafar et al.[15] 92.4 PH2 200 

Rajan et al.[20] 85.16 PH2 200 

Phan et al.[35] 94 PH2 200 

Bagheri et al. [36] 89.83 PH2 200 

Proposed Method 97.10 PH2 200 

 

Table 5. Comparison of models when trained on                

         ISIC  datasets. 

 

Method 

 

Dice 

Score (%) 

 

Dataset 

Image 

Num 

Zafar et al.[15] 85.8 ISIC 2017 - 

Thanh et al. [17] 91.5 ISIC 2017 - 

Şahin et al. [19] 88.43 ISBI 2016 900 

Polat et al. [23] 93.69 ISBI 2016 1279 

Hasan et al. [25] 87.5 ISIC 2017 2750 

Kalouche [26] 70 ISBI 2016 1280 

Proposed Method 96.50 ISIC 2018 13200 

 

4. CONCLUSION 

 

In contrast to the current literature on hair removal and 

segmentation stages, we presented new approaches. In the 

hair removal stage, we created a dataset of hair masks. 

We used both Deep Learning and image processing. In 

this way, a better elimination of the different hair noises 

was achieved. It can be seen that the new approach used 

for hair removal gives successful results. With this 

dataset, the training with Deep Learning was completed.  

 

Images with different noises, such as patches, were not 

excluded from the dataset. Although this resulted in a 

slight decrease in success rate, the sensitivity of the model 

increased. mIoU was 88% for hair removal and 92% for 

lesion segmentation. mIoU indicates the percentage of 

overlap between the actual and predicted mask. 

 

In the literature, the highest resolution is generally 

512x512x3. In this study, the images were divided into 16 

layers (224x224x3). So, in total, we can use an image size 

of 896x896x3 as input. Thanks to this, no pixel values are 

lost. The training accuracy has increased by almost 3% 

due to the use of slices and data augmentation. 

 

We have seen that some images give poor results. We 

have mentioned this situation in related works because 

they have low contrast and low brightness. In Figure 12 

you can see some examples. 

 

 
 

Fig.12. Examples of poor results. 
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