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Abstract  
 

Internet sources contain a vast amount of information about items that people desire to purchase. It is impossible to evaluate 

these resources and come to an informed decision. People need automated systems that evaluate previous information and 

propose item alternatives.  Recommending items using a smart system, which is based on the previous user preferences, has 

growing importance since the available product data is exponentially growing. Additionally, it is difficult to find new and correct 

things that a user would like among this massive amount of data.  To make accurate recommendations with a smart system, 

researchers and practitioners use collaborative filtering methods with similarity calculation based on user preferences. The crucial 

point in collaborative filtering is to find a valuable measure that resembles correct similarity between users. The current similarity 

metrics in the literature have some disadvantages in conducting accurate recommendations. To improve the recommendation 

performance, this study proposes a novel similarity measure that assesses the distance between the user’s ratings and  the median 

score. Considering distance from the median score is essential since some users may prefer to rate close to the median rather 

than the extremes. Experiments were conducted with a famous collaborative filtering dataset. Results showed that proposed 

similarity measure demonstrated superior performance regarding the recommendation accuracy. Implications of our results for 

XYZ are discussed.  
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1. INTRODUCTION  

 

In recent times, people have been exposed to a growing 

amount of  data  one-commerce as well as social media 

websites on several products. When dealing with such data, 

it is often difficult for individuals to evaluate and compare 

all of their product options to make an informed purchase 

decision. During the pandemic period, online shopping 

remarkably increased. Results of a recent study showed that 

online shopping has enlarged by almost 20% in 2020 and 

near 9% in 2021 [1]. Around 70% of customers who shop 

online do not come to a final decision before looking at the 

product ratings or reading the reviews [2]. These numbers 

indicate individuals consider others’ opinions when deciding 

to purchase a product online. However, it is hard to examine 

all of the views about a product, since there may be too many. 

To alleviate this difficulty, automated smart systems, 

whichmake recommendations based on previous 

preferences, have been developed. These smart systems are 

called recommender systems and are widely used by 

commercial sites like Amazon [3] as well as non-commercial 

websites that possess the purpose of research such as 

GroupLens [4]. Recommender systems aim to make the lives 

of the people more comfortable by recommending the 

products or services that are similar to their previous 

preferences. 

Rich (1979)  provided one of the first references of  

recommender system modeling. In this research, a librarian 

known as Grundy grouped users into clusters based on their 

book type preference, including  education, sports and 

romance. Then using these clusters, Grundy would 

recommended novels to people [5].  

The methods that the recommender systems use to make 

suggestions can be classified as content-based methods, 

collaborative filtering and hybrid methods. The content-

based recommender systems use content information related 

to the item and makes recommendations based on the user’s 

previous item preferences [6]. The commonly used 

collaborative filtering methods suggest items based on the 

similarities between the items or the different users [7]. The 

collaborative filtering methods are widely used in practice as 

well as in  academia. Lastly, the hybrid systems combine the 

content based and collaboratie filtering methods of  

recommender systems [8].  

Collaborative filtering systems can be classified as model-

based and memory-based methods [9]. A model-based 

system uses an offline user database to predict a model, 

which in turn is utilized to make  predictions. Unlike the 

model-based systems, a memory-based system requires the 

entire user database to calculate the similarities between the 

users.  In memory-based approaches, different metrics may 
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be used to estimate user or item similarity. Widely used 

similarity measures in memory-based collaborative filtering 

are Pearson correlation coefficient and Vector cosine 

similarity metrics. 

This study aims to increase the prediction performance of 

user-based collaborative filtering in a recommendation 

system. To reach this goal, we offer a novel algorithmic 

similarity measure that is to be used in a collaborative 

filtering system. Traditional similarity methods ( i.e., 

Pearson correlation, Cosine)as well as some recently 

proposed similarity measures (i.e.,  in the literature can lead 

to misleading similarities, such that while ratings show that 

two users are similar, similarity measure demonstrate the 

opposite. The traditional methods also have some drawbacks 

in providing accurate recommendations when the data set is 

too sparse [10]. Additionally, measures in the literature do 

not consider the degree of the user tendency of rating close 

to the median. Some users may avoid giving ratings which 

are on the extremes. For example, they may prefer to rate the 

second highest score to an item which they liked a lot. The 

similarity measure proposed in this study addresses this 

drawback in the literature  by avoiding extreme ratingsOur 

similarity measure was experimented on one of the most 

popular datasets used in the recommender systems. We 

compare our measure with with the traditional similarity 

measures as well as two other similarity measures, which 

were recently introduced in the literature. 

In the next part of this paper, we give a brief review of the 

literature concerning prominent collaborative filtering 

studies. Then, the proposed similarity method is explained 

by comparing it to the existing similarity methods. We then 

discuss the experiments that were conducted to test the 

proposed similarity measure. Then the results of the 

experiments are then discussed to highlight implications for 

the literatures on recommendation systems.  

 

2. LITERATURE REVIEW 

 

Several  studies have used collaborative filtering methods to 

recommend items to their users. For example, the 

collaborative filtering term was first introduced in the 

literature by … [11]. In their study, an experimental mail 

system known as Tapestry was introduced as a hybrid 

approach, such that it supported both the content-based and 

collaborative filtering methods. In similar vein, Goldberg 

and Roeder’s [12] proposed a collaborative filtering 

algorithm that was named as Eigentaste. TheEigentaste 

algorithm employed principal component analysis to solve 

eigenvalues and eigenvectors matrices with 2500000 ratings, 

which belong to 57000 users on Jester website, an online 

joke recommender system. Researchers used normalized 

mean absolute error (NMAE)[13], [14] to compare  the 

Eigentaste with other selected algorithms, including the 

algorithm proposed in [9]. Researchers concluded that the 

algorithm proposed in [9] provides good results by NMAE, 

but it ignored user differences entirely [12]. 

In the collaborative filtering methods, numerous similarity 

metrics were proposed to measure the similarity between the 

users or the items. When computing the similarity, the most 

popular traditional approach is the Pearson correlation 

coefficient (PCC)[15]. PCC considers all the items or the 

users in the user-item matrix as equal subjects. It does not 

consider the commonly rated items or the common users of 

the identified items. In [16], the authors suggested an 

algorithm to overcome the disadvantages of PCC and 

computed the weights for distinct items depending on the 

scores obtained from training users. They showed that the 

weighted PCC system gives better performance than the 

traditional PCC method on two different datasets. 

An essential issue in recommender systems is to calculate 

similarities and perform predictions when the data in the 

user-item matrix is very sparse. Data sparsity means users 

rate only a few items at a time?. This problem is known as a 

cold start problem. A cold start problem is a severe issue in 

collaborative filtering, and many researchers are trying to 

find solutions to it by offering new approaches. For example, 

Ahn [17] argued that PCC and Cosine (COS)[18], which are 

the commonly used similarity measures in collaborative 

filtering, are not enough when a cold-start problem occurs. 

To solve this problem, Ahn [17] introduced a similarity 

measure named PIP (proximity-impact-popularity), which 

considers the facets of proximity, impact, and popularity of 

the user ratings.  The author demonstrated that in an artificial 

cold start problem, PIP gives better results than other 

measures, whereas PCC produced the best results when 

considering the real data set.  

The study of Luo and colleagues [19] proposed a global 

similarity concept to calculate the similarities between users 

who have no commonly rated items. The authors used both 

local and global user similarities when calculating the overall 

similarity between users. Furthermore, they used the 

surprisal vector instead of the users’ rating vector when 

computing local similarity. Their measure outperformed 

PCC based on MAE [20]. Al-Shamri and Bharadwaj [21] 

integrated demographic or genre information of users into 

the collaborative filtering. They suggested a hybrid fuzzy-

genetic recommender system and their model derived better 

MAE values when compared to PCC. Jamali and Ester [22] 

proposed a model that was  a mix of item-based and trust-

based collaborative filtering methods. The trust-based 

approach uses Epinions website, which includes trust 

network and user ratings together. For both the users as well 

as the cold start users, the suggested model outperformed the 

traditional similarity methods. 

Bobadilla et al. [23]–[28] conducted several studies about 

collaborative filtering between 2010-2012. In one study [24] 

the authors used both the MSD (mean squared difference) 

[29] as well as the Jaccard [30] metric to overcome the 

weaknesses of PCC. In Netflix and Movielens datasets, new 

metric provided acceptably good results, while the 

Filmaffinity data set did not demonstrate appropriate 

effects[24]. In another study, [27] the authors proposed a 

similarity metric considering the significance of items by 

weighting them while calculating PCC and COS, instead of 

traditional PCC and COS. They measured prediction 

performance with MAE, precision[31], and recall[32]. 

Theyobtained acceptable results [27]. Bobadilla et al [23] 

proposed a neural network learning based on the similarity 

metric, which was  found to be faster than other measures 

when it came to  MAE, recall, and precision. In yet another 

study, a framework for collaborative filtering was proposed 
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to assess the performance of the recommendations based on 

the trust on users' neighbors and the novelty of the conducted 

recommendations [26].  

Anand and Bharadwaj [33] focused on the data sparsity 

problem in collaborative filtering with computing local and 

global similarities like [19] and used the prediction formula 

in [34] to conduct recommendations. Cai et al [18] derived 

the typicality from cognitive psychology to be used in 

collaborative filtering and observed improvements on MAE. 

Baltrunas and Ricci [31] used item splitting with matrix 

factorization and nearest neighbor collaborative filtering 

algorithms. In another study, Luo et al. [13] introduced an 

improving non-negative matrix factorization-based 

collaborative filtering method to recommend items. 

In a recent paper, Chen et al. [35] used a special type of k-

means clustering to focus on preventing user privacy. 

Recommendations were formed from the set of neighbors, 

which belonged to the selected cluster aiming to achieve 

privacy. The results indicated that the proposed system 

improved performance compared to the previous ones. 

Another study [36],  aimed to address the sparsity problem 

in movie recommendation by forming a collaborative system 

using a singular value decomposition. In this paper, 

similarities were calculated by using the movie’s content 

information in cosine similarity calculations.  

A recent study of Afoudi et al [37] created a hybrid 

recommender system that combines collaborative filtering, 

content based similarity and a special type of neural network. 

The authors used the hybrid system in an unsupervised data. 

Their results showed that the proposed methodology 

outperformed the traditional methods, such as…    

The study of Liu et al.  [38] improved PIP similarity measure, 

which belongs to Ahn [17]. First, the authors showed 

existing measures (Pearson, cosine, etc.) and PIP's 

disadvantages. Then, they upgraded PIP with a more 

straightforward measure known as the new heuristic 

similarity measure (NHSM). Authors noted that the PIP 

measure only considers the absolute value of the rating, 

repeatedly penalizes on the factors, and sometimes calculates 

inaccurate results. To increase accuracy, they considered the 

proportion of the common ratings in NHSM. NHSM showed 

improved performance than most of the compared methods 

regarding precision and recall. In a recent study of [39], the 

authors proposed a new similarity measure based on an 

adaptive neighbor selection mechanism and outperformed 

several widely-used methods.  

Wang et al. [38, 39] conducted two studies that focused on 

new approaches to eliminate poor prediction accuracy with 

collaborative filtering. In the study of [40], the authors used 

MAE to compare their new approach named -Fuzzy 

Similarity Measure-User Relevant Aggregation (FSM-

URA)with other approaches. They used MovieLens 100k 

dataset to test the proposed approach and found that the new 

method performed better than others did. In the research of 

[41], the same authors suggested a hybrid approach named 

novel entropy-based similarity measure. This new approach 

was compared with five different approaches, including 

item-based Pearson correlation coefficient and user-based 

Pearson correlation coefficient. Their hybrid approach 

produced better MAE results than others did in both the 

MovieLens 100K dataset as well as the SmartBizSeeker 

dataset. They also took advantage of the Manhattan distance 

model to overcome the fat-tail problem that occurs due to 

ratings that are far from average. We recommend that future 

researchers examine [41] for further inquiry about the details 

of the hybrid model. 

Thus far, the studies in the literature have proposed improved 

similarity measures to heighen the recommendation 

performance of collaborative filtering methods. The current 

study also suggests a new similarity measure, which can be 

an alternative to the existing ones. In contrast to those 

measures already existing in the  literature, the proposed new 

similarity measure is based on how the users tend to rate 

close or far from the median. This idea originated from the 

issue that people may avoid giving extreme ratings [42]. In 

this study, avoiding extreme ratings was called the tendency 

towards rating close to the median. We chose this definition 

because when a person avoids giving the highest rating to an 

item that he or she likes a lot, this also represents that 

person's tendency towards giving a score close to the median.  

It is often proposed in the literature that extreme scores 

would have higher impact in the similarity, such that if two 

users rate five (the highest score in a 5-point Likert scale) 

this represents a more similar behavior [17], [38], [43]. In 

addition to that, the current study suggests that the strength 

of the rating should be determined when considering the 

rating behavior by observing all the ratings of that user. If a 

user tends to give a rating close to the median, and thereby 

avoids extreme rating,  then a four (second highest score in a 

5-point Likert scale) can also represent a strong preference. 

Considering this, in the current study, a novel algorithmic 

similarity measure that considers people’s tendency towards 

rating close to the median is proposed and the advantages of 

the proposed similarity measures over the existing ones were 

analyzed.  

3. PROPOSED SIMILARITY METHOD 

The similarity method proposed in this study aims to 

minimize the disadvantages of the existing similarity 

measures. Several similarity methods that are prominent in 

the literature are chosen for benchmark. The results of the 

chosen similarity measures were calculated on a designated 

user-item matrix. The sample matrix can be seen in Table 1. 

In this section, firstly, explanation and formalization of the 

existing similarity measures were demonstrated. Then the 

existing similarity measures were calculated using the 

sample matrix. Based on the calculated similarity results, 

drawbacks of each existing similarity method were 

discussed. Then, the proposed similarity method calculation 

steps were explained. For each user combination in the 

sample matrix, the new similarity measure results were 

calculated. Based on the obtained results, advantages of the 

new similarity measure over the existing ones were 

demonstrated. 

User set was described as U = {u1, u2, u3, …., un} and the 

item set was described as P = {p1, p2, p3, …., pm}. The user 

item matrix was represented as R = {rij} where i = 1,2,3,…n, 

j= 1,2,3,…,m and rij is the rating of user i to the item j.  
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Table1: A sample user-item matrix 

 Item-1 Item-2 Item-3 Item-4 

User-1 2 1 2 2 

User-2 5 4 5 5 

User-3 4 5 4 4 

User-4 1 2 1 1 

 

3.1. Traditional Similarity Measures and Their 

Drawbacks 

To observe the disadvantages of the existing similarity 

measures, similarities were calculated based on the sample 

matrix. As seen in Table 1, the sample matrix consists of four 

users who gave ratings to four different items. Users were 

resembled in rows, while items were represented in columns. 

The intersection of the user row and item column resembles 

the rating that the selected user gave for the selected item. 

 

In collaborative filtering, widely used similarity measures 

are Pearson Correlation Coefficient (PCC) and Cosine 

similarity (COS). In addition to these traditional methods, 

the constrained Pearson correlation [44] [45], was used to 

eliminate the disadvantages of PCC. In this section, these 

three similarity measures and their drawbacks are discussed. 

The notation used in the formalization of the similarity 

measures are shown below:  

 

𝐶  Commonly rated items by the selected users 

𝑢𝑎, 𝑢𝑏 Users of a and b 

𝑟𝑢,𝑗 The rating of the user 𝑢 to the item 𝑗 

�̅�𝑢 The average rating value of the user 𝑢 

𝑟𝑚𝑒𝑑 Median score in the rating scale 

  

3.1.1. Pearson Correlation Coefficient 

The Pearson correlation coefficient shows how the two users 

use similar patterns while giving ratings to the items. The 

formalization of the Pearson correlation is as follows: 

𝑃𝐶𝐶(𝑢𝑎, 𝑢𝑏)

=
∑ (𝑟𝑢𝑎,𝑗 − �̅�𝑢𝑎

)(𝑟𝑢𝑏,𝑗 − �̅�𝑢𝑏
)𝑗∈𝐶

√∑ (𝑟𝑢𝑎,𝑗 − �̅�𝑢𝑎
)

2
𝑗∈𝐶 √∑ (𝑟𝑢𝑏,𝑗 − �̅�𝑢𝑏

)
2

𝑗∈𝐶

  (1) 

PCC similarity scores of all the pairs in the sample matrix 

are shown in Table2.  While identifying how the users have 

similar patterns in ratings is important, this pattern may 

sometimes be misleading and direct to wrong similarities. 

When the ratings of User1 and User2 were observed in 

Table1, it is seen that User1 and User2 rated the items as 

(2,1,2,2) and (5,4,5,5) respectively. Based on the scores of 

the User1 and User2, a low similarity was expected between 

them because while User1 dislikes all the items, User2 likes 

all of them. However, Table 2 shows that PCC score of User1 

and User2 is  +1, representing a perfect correlation. PCC 

only considers the scoring behavior of the two users and does 

not consider the meaning of the score. A similar situation 

was observed for User2 and User3. User2 rated the items as 

(5,4,5,5), while User3 rated the items as (4,5,4,4). While high 

similarity is expected between User2 and User3, PCC scores 

for the two users were calculated as -1. This misleading PCC 

similarity scores were also observed for other pairs, as seen 

in Table2. Such misleading similarity scores may lead to 

deficiencies in collaborative filtering.  

Table 2. Similarity scores based on sample user-item matrix 

 Similarity Scores 

Pair PCC COS CPC PIP NHSM 

User1 

User2 

 

1 0.9885 -3.6689 6 0.0174 

User1 

User3 

 

-1 0.9414 -3.5714 18.861 0.0078 

User1 

User4 

 

-1 0.8386 3.6689 3822 0.0216 

User2 

User3 

 

-1 0.9815 3.6689 3822 0.0216 

User2 

User4 

 

-1 0.9112 -3.7692 6.5830 0.0087 

User3 

User4 

1 0.9732 -3.6689 6 0.0078 

 

3.1.2. Cosine Similarity 

Cosine calculates similarity by observing how magnitudes of 

the rating vectors differ from each other[46]. Cosine 

similarity (COS) is calculated as follows: 

𝐶𝑂𝑆(𝑢𝑎, 𝑢𝑏) =  
∑ 𝑟𝑢𝑎,𝑗 ∗ 𝑟𝑢𝑏,𝑗𝑗∈𝐶

√∑ 𝑟𝑢𝑎,𝑗
2

𝑗∈𝐶 √∑ 𝑟𝑢𝑏,𝑗
2

𝑗∈𝐶

 (2) 

COS results for the user pairs in the sample matrix is given 

in Table 2. COS found the most similar pairs as User1 and 

User2. Scores of User1 and User2 were (2,1,2,2) and 

(5,4,5,5) respectively, indicating different preferences. 

While expecting a low similarity, Cosine found the highest 

similarity with the score of 0.988 between User1 and User2. 

Similarly, a high similarity was expected between User1 and 

User4 with the ratings of (2,1,2,2) and (1,2,1,1) respectively. 

However, COS found 0.838, which is the lowest score for 

these two users. These results indicate that COS can lead to 

misleading similarities in certain conditions. Another 

drawback of COS is that it proposes a narrow range between 

the lowest and the highest score, which is 0.8386 – 0.9885. 

This may lead to problems in differentiating similar and 

dissimilar users. 

3.1.3. Constrained Pearson Correlation 

The Constrained Pearson Correlation (CPC) was proposed as 

an alternative to PCC. It takes into account positive and 

negative attitudes of the user towards the item by choosing a 

threshold to decide the direction of the attitude [47]. 

Therefore, CPC considers the absolute value of the rating. In 

other words, it  considers whether the user liked or disliked 

the item[47], [48]. In our study, we choose the median as the 

threshold to decide the direction of the attitudes of the users. 

Expression of CPC is as follows: 
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𝐶𝑃𝐶(𝑢𝑎, 𝑢𝑏)

=
∑ (𝑟𝑢𝑎,𝑗− 𝑟𝑚𝑒𝑑

)(𝑟𝑢𝑏,𝑗− 𝑟𝑚𝑒𝑑
)𝑗∈𝐶

√∑ (𝑟𝑢𝑎,𝑗− 𝑟𝑚𝑒𝑑
)2 

𝑗∈𝐶 √∑ (𝑟𝑢𝑏,𝑗− 𝑟𝑚𝑒𝑑
)2

𝑗∈𝐶

   (3) 

As can be noted from Table 2, CPC seems to overcome the 

drawbacks of PCC. CPC found the lowest similarity score 

for the pair of User2 and User4. This result is acceptable 

because User2 and User4 show different preferences.  CPC 

found the highest similarity score for the pairs of (User1, 

User4) and (User2, User3). These results are consistent with 

the preferences of these pairs. Prediction performance of 

CPC should be observed with a broader data to decide how 

efficient CPC is in collaborative filtering.  

3.2. Recently proposed similarity methods  

In the real-life user-item preference matrices, users give 

ratings to only a few items among all the items. This problem 

is referred to as cold start problem in collaborative filtering 

literature. The problems with the traditional similarity 

methods, asstated in Section 3, become even more severe 

when the data sparsity levels are  high [17]. To overcome this 

shortcoming, the researchers proposed different similarity 

metrics. Two of the most prominent similarity measures 

proposed recently are Proximity-Impact-Popularity(PIP) 

[17] and New Heuristic Similarity Method (NHSM) [38]. 

The details of the two popular similarity methods are 

explained below.  

3.2.1. Proximity – Impact – Popularity (PIP) Similarity  

The PIP similarity measure proposed by Ahn [17] embraces 

three factors: proximity, impact, and popularity of user 

ratings. PIP is computed as follows: 

𝑆𝐼𝑀𝑃𝐼𝑃(𝑢𝑎, 𝑢𝑏) =  ∑ 𝑃𝐼𝑃(𝑟𝑢𝑎,𝑗 , 𝑟𝑢𝑏,𝑗)   (4)
𝑗∈𝐶

 

Where for the two ratings 𝑃𝐼𝑃(𝑟1, 𝑟2) is calculated as: 

𝑃𝐼𝑃(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝐼𝑚𝑝𝑎𝑐𝑡(𝑟1, 𝑟2)
∗ 𝑃𝑜𝑝𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1 ∗ 𝑟2)         (5) 

The proximity of the two ratings demonstrates the 

mathematical difference between two ratings. It also gives a 

penalty to ratings in disagreement by increasing the distance. 

The impact factor represents how strong the two users’ 

preferences are about the item. When both users give the 

highest score or the lowest score to the item, this shows a 

stronger common preference, explaining  a high impact 

score. Further lowering the impact score when the two 

ratings disagree also penalizes impact score. Popularity 

measures how the two ratings are far from the mean of all the 

ratings given to that item. Popularity computes a higher score 

when the two ratings are both further from the average in the 

same direction.  Further information about three factors and 

how they are calculated can be found in [17].  

PIP measure has several drawbacks. Firstly it repeatedly 

penalizes ratings on disagreement[38]. This extra 

penalization can lead to increased deviation in similarity 

results. PIP similarity scores demonstrate a vast range 

between the lowest as well as the highest score. When the 

results of the PIP measure on the sample matrix is observed 

in Table 2, lowest score is 6 while the highest score is 3822. 

High deviation in similarity results may lead misleading 

predictions. Secondly, the PIP measure does not consider the 

tendency to rate close to the median. The impact factor of 

PIP considers how strong the user's preferences isby finding 

agreement on the extreme values on the rating scale. 

However, impact does not consider overall rating behavior 

of the users about how they tend to rate close to the median 

while deciding stronger preference level. 

3.2.2. The New Heuristic Similarity Measure (NHSM) 

The new heuristic Similarity Method (NHSM) was proposed 

by Liu et al.  [38] as an improvement to the PIP measure. 

Proximity-Significance-Singularity (PSS), a revised version 

of PIP, is used as a factor in NHSM. Proximity only 

calculates the absolute distance and does not change when 

there is a disagreement on the item between the two users. 

Significance measures how the two ratings are different from 

the median. Singularity measures how the two ratings 

deviate from the average score of the item. PSS is calculated 

as follows: 

𝑃𝑆𝑆(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒(𝑟1, 𝑟2)
∗ 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1 ∗ 𝑟2)                             (6) 

After calculating the PSS measure, the proportion of 

common ratings is added as a factor in the NHSM similarity. 

In this factor, to penalize the low number of common ratings, 

the combination of user ratings is calculated by multiplying 

the number of ratings of the users. It is necessary to indicate 

that real value of common ratings as proposed in Jaccard 

measure [30] is modified in NHSM measure.  

While significance considers deviation from the median, it 

does not reflect the effect of the user’s tendency towards 

scoring around the median. NHSM uses another factor 

named URP to consider rating behavior of the users. 

However, when the formalization of URP is observed in 

[38], URP only resembles how the ratings of users 

differentiate from the mean value. This formalization does 

not include the effect of the user’s tendency about scoring 

close to the median. For a detailed description of how NHSM 

is calculated, Liu et al. [38] should be observed.  

3.2.3. The reasons for proposing a new similarity 

measure 

As described in the preceding section, traditional similarity 

measures have some drawbacks. While recently proposed 

measures of PIP and NHSM have been proven to be 

effective, alternatives to the traditional methods such asPIP 

and NHSM have some deficiencies. The deficiencies in these  

similarity measures, and how the proposed novel algorithmic 

similarity measure will handle the stated deficiencies as 

stated in the following part. 

PIP measures uses common items while calculating 

similarity, but it does not consider the effect of the proportion 

of commonly rated items. This may lead to misleading 

similarity results such that a pair who have one common item 

may be treated on par with a pair who has twenty items in 

common.  

While NHSM considers the proportion of common items, the 

way it calculates the proportion of these items has some 

drawbacks. Let User A and User B be the pair for similarity 

calculation. NHSM uses a revised version of Jaccard  and 

divides the number of common items by the product of the 
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number of rated items of User A and User B, as shown in this 

equation: 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑𝑛ℎ𝑠𝑚 =
|𝑛(𝐴 ∩ 𝐵)|

𝑛(𝐴) ∗ 𝑛(𝐵)
  (7) 

Where 𝐴 ∩ 𝐵 is the set of commonly rated items of User A 

and User B. 𝑛(𝐴) and 𝑛(𝐵) represent the number of items 

rated by User A and User B respectively. NHSM version of 

Jaccard calculation not only penalizes users who have less 

common items, but also is disadvantageous to users who 

have a high amount of common items. The proportion of 

common items for the users who have a high number of 

common items will lower the value of proportion since the 

denominator will be high. In our study, to protect the 

accuracy of the proportion of common ratings original 

Jaccard formula were used.  

Adopting the idea that some people tend to avoid scoring 

extreme values [42],  our study argues that some people do 

not prefer to give high ratings, although they liked the item a 

lot. For example, a person who loves a movie may give four 

to the item. They may think that the film should have 

extraordinary features to get a score of five. This situation 

may be correct in the reverse direction. A person who 

extremely dislikes a movie may rate the item as two instead 

of one. We refer to this behavior as the tendency to rate close 

to the median. We consider this tendency of the users in the 

novel algorithmic similarity measure calculation.  

Neither PIP nor NHSM consider the tendency to rate close 

to the median. In NHSM, a factor named user-rating 

preference (URP) is considered to reflect the preference to 

rate high or low.  However, URP does not measure users' 

tendency to rate close to the median. It represents how the 

users’ ratings are different from each other. It is a product of 

the mean difference as well as the standard deviation 

difference between users, calculated as such: 

𝑈𝑅𝑃𝑛ℎ𝑠𝑚(𝑢𝑎 , 𝑢𝑏) = 1 −   𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝜇𝑎 − 𝜇𝑏| ∗ |𝜎𝑎 ∗ 𝜎𝑏|)  (8) 

where the Sigmoid function is calculated as follows: 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + exp(−𝑥)
 (9) 

While URP calculates how the mean and the standard 

deviation of two users differentiate from each other, URP 

may not be sufficient in considering how the users avoid 

rating the highest/lowest score or tend to rate close to the 

median.  

In this study, while calculating proximity between the users’ 

ratings, the tendency to rate close to the median is considered 

to reflect proximity value more accurately. Singularity is 

calculated as how each user's rating is different from the 

mean ratings of that item. In addition to proximity and 

singularity, Vector Space Similarity (VSS) is adapted to 

calculate user similarity. This algorithm is chosen because, 

in VSS, values that represent user ratings can be calculated 

to reflect how each user’s score is different from the median. 

With adopting VSS in the new similarity measure, not only 

do the proximity value represent the tendency to rate close 

to the median, but the overall similarity measure  considers 

how user’s ratings are different from the median. Details 

about calculating the novel algorithmic similarity measure 

are explained in the next section. 

3.3.  Expression of the Novel Algorithmic Similarity 

Measure 

3.3.1.  The Notation 

In this section, we give a mathematical formula to calculate 

the new similarity method, which we named the Novel 

Algorithmic Similarity (NAS). We implemented the 

sigmoid function while calculating first part of the similarity 

known as the Proximity –Singularity (PS). The sigmoid 

function not only normalizes the results, but it also rewards 

good similarity and punishes the bad one [38]. Initial 

similarity measure PS was calculated as follows: 

𝑃𝑆(𝑟1, 𝑟2) = 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑟1, 𝑟2) ∗ 𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟1, 𝑟2) (10) 

PS for each rating pair is calculated by multiplying proximity 

and singularity of the two ratings. Proximity in PS is 

different from proximity calculation in PIP and NHSM. 

Before we calculate proximity for PS, we calculate a user 

factor that resembles the tendency to rate close to the median 

for each user. Small average absolute deviation from the 

median means the user has a higher tendency to rate close to 

the mean. Reversely, high deviation from the median shows 

the user has lower tendency to rate close to the mean. 

Therefore, to compute user factor, average absolute 

deviation from the median is subtracted from 1 after it is 

normalized by the sigmoid function. User factor (UF) is 

calculated as follows: 

𝑈𝐹𝑢 = 1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑( 
∑ |𝑟 −  𝑟𝑚𝑒𝑑|𝑟∈𝐴

𝑛(𝐴)
 ) (11) 

where A is the set of user u’s ratings.  

Since UF resembles tendency to rate close to the median, 

when the user rated above the median, UF should be added 

to the score to reflect possible rating preference of the user. 

This sum will resemble the score of the user if the user does 

not have any tendency of rating close to the median. 

Similarly, if the user rated below the median, UF should be 

subtracted from the user's rating to make the rating free from 

the tendency towards the median. Calculation of the scores 

with adopting UF is as follows: 

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗 + 𝑈𝐹𝑢 , 𝑖𝑓 𝑟𝑢,𝑗 > 𝑟𝑚𝑒𝑑

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗 − 𝑈𝐹𝑢 ,  𝑖𝑓 𝑟𝑢,𝑗 < 𝑟𝑚𝑒𝑑

𝑠𝑢,𝑗 = 𝑟𝑢,𝑗  , 𝑖𝑓 𝑟𝑢,𝑗 = 𝑟𝑚𝑒𝑑

 (12) 

where 𝑠𝑢,𝑗 is the updated score of the user, u for the item, and 

j after adopting 𝑈𝐹𝑢.  

The proximity is calculated as the absolute value of the 

distance between the updated scores as follows: 

𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦 (𝑠𝑢𝑎,𝑗 , 𝑠𝑢𝑏,𝑗) =  1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝑠𝑢𝑎,𝑗 − 𝑠𝑢𝑏,𝑗|)    (13) 

Singularity resembles how each users’ rating is different 

from the average rating for that item. Different from [38], we 

consider deviation from the mean separately for each score 

and then multiply them. This makes the singularity value 

stronger by empowering the scores, which are far from the 

mean rating of the item. Singularity of two ratings is 

calculated as follows: 

𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑟𝑢𝑎,𝑗  , 𝑟𝑢𝑏,𝑗) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(|𝑟𝑢𝑎,𝑗 − 𝑟�̅�| ∗ |𝑟𝑢𝑏,𝑗 −  𝑟�̅�|)   (14) 

If the two users rated an item as five, where the average 

rating on the Likert scale is three, the singularity value of the 
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two ratings will have a high impact on the similarity score. 

Similarly, if a user rates an item five, and another user rates 

it as one,  the singularity of these two scores will have a high 

impact on the similarity in a negative direction because the 

VSS considers the direction of the relationship (as will be 

seen in the following section). 

When a rating is far from the median and close to the 

extreme, this reflects a stronger preference. In a similarity 

measure, it is necessary to consider that if two scores are far 

from the median and close to the extremes, these scores 

should have a stronger impact on the similarity between 

users[17], [19]. This issue resembles the significance of the 

scores [27]. For two users, let the first pair of scores be (5,5) 

and the second pair of scores be (2,3). The first pair indicates 

a higher similarity between the users than the second pair. To 

reflect the significance of the scores, we can use  the 

Surprisal-based Vector Similarity method (SVS). Vector 

similarity method uses a maximum likelihood estimator, 

which refers to the average attitude of the scores [19]. The 

score that is far from the maximum likelihood estimator has 

more significance on the similarity.   

In Luo et al. [19], the mean score of the item was used as the 

maximum likelihood estimator.  In our study, to calculate 

SVS, we use the median as the maximum likelihood 

estimator. With this estimation, users who rate on the 

extremes will represent a strong preference and as well as 

have a high similarity between them. SVS similarity is 

calculated using the surprisal vector of the user rather than 

the actual rating vector. Surprisal vector of a user is 

calculated as follows [19]: 

𝑆𝑎 = [𝑠𝑎,1, 𝑠𝑎,2, 𝑠𝑎,3, . . . . . , 𝑠𝑎,𝑍] 

𝑠𝑎 = [𝑠𝑖𝑔𝑛(𝑟𝑢𝑎,1 − 𝑟𝑚𝑒𝑑) ∗ 𝐼(𝑟𝑢𝑎,1), … … , 𝑠𝑖𝑔𝑛(𝑟𝑢𝑎,𝑍 − 𝑟𝑚𝑒𝑑)

∗ 𝐼(𝑟𝑢𝑎,𝑍) (15)] 

where Z is the set of items user a has rated, 𝑠𝑖𝑔𝑛(𝑟𝑎,1 −

𝑟𝑚𝑒𝑑) means the sign of the notation, 𝑟𝑎,1 − 𝑟𝑚𝑒𝑑 is positive 

or negative, and 𝐼(𝑟𝑎,1) is defined as the quantity of 

information and calculated as follows: 

𝐼(𝑟𝑢𝑎,𝑗) = ln(2�̂�𝑗) +
|𝑟𝑢𝑢,𝑖 − 𝑟𝑚𝑒𝑑|

�̂�𝑗

 (16) 

where �̂�𝑗 is defined as a scale parameter and calculated as 

follows:  

�̂�𝑗 =
1

𝑁
∑|𝑟𝑢𝑖,𝑗 − 𝑟𝑚𝑒𝑑|

𝑁

𝑗=1

 (17)  

where N is the set of all users. 

After calculating the surprisal vector of users, Surprisal-

based Vector Similarity (SVS) coefficient is computed to 

calculate the similarity between two users as shown in 

follows: 

𝑆𝑉𝑆(𝑢𝑎, 𝑢𝑏) =
∑ 𝑠𝑎,𝑗 ∗ 𝑠𝑏,𝑗𝑗∈𝐶

√∑ 𝑠𝑎,𝑗
2

𝑗∈𝐶 √∑ 𝑠𝑏,𝑗
2

𝑗∈𝐶

 (18) 

To calculate the proportion of common ratings we used the 

Jaccard formula. It is important to calculate the exact 

proportion of common ratings to see how they affect the 

similarity score. Jaccard similarity is calculated as follows: 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑢𝑎, 𝑢𝑏) =
𝑛(𝐴 ∩ 𝐵)

𝑛(𝐴 ∪ 𝐵)
 (19)  

Finally, all the factors in the similarity measure are 

represented in the Novel Algorithmic Similarity (NAS) 

measure, which is calculated by multiplying the equations, 

(10), (18) and (19) as follows: 

𝑁𝐴𝑆(𝑢𝑎, 𝑢𝑏) = 𝑃𝑆(𝑢𝑎, 𝑢𝑏) ∗ 𝑆𝑉𝑆(𝑢𝑎, 𝑢𝑏)
∗ 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑢𝑎, 𝑢𝑏)(20) 

 

3.3.2. Discussion on the Novel Algorithmic Similarity 

Measure 

The Novel algorithmic similarity measure was applied to the 

sample matrix on Table 1 to observe how it overcame the 

drawbacks of the existing similarity measures, as discussed 

in Section 3.1 and 3.2.  As Table 3 shows, the highest 

similarity based on NAS was observed between users 1-4 

and users 2-3,as expected based on the ratings. However, 

PCC and COS did not accurately identify the most similar 

users. According to PCC,similarity of users 1-4 and users 2-

3 were negative. According to COS, users 1-4 were the least 

similar pair. These results indicatethat NAS overcame the 

drawbacks of PCC and COS when it came to misleading 

similarity score regardless of the similar preferences.  

As observed in Table 3,NAS correctly identified the least 

similar users as users 1-2, users 1-3, users 2-4 and users 3-4. 

NAS accurately determined the direction of the relationship 

between the least similar users as negative. However, in 

COS, PCC, PIP, and NHSM, direction identification was 

either wrong or not applied. PCC incorrectly identified the 

direction of the relationship between users 1-2 and users 3-

4. The other similarity measures, with the exception of  CPC, 

did not show the direction of the relationship. NHSM 

similarity between users 1-3 was found relatively high and it 

is difficult to say whether users 1-3 had a high or low 

similarity based on the overall scores of NHSM.    

As seen in Table 3, NAS correctly identified the most and 

the least similar users based on their ratings. NAS also 

correctly determined the direction of the similarity between 

the users. These features make NAS an appropriate similarity 

measure that could be used as an alternative to other 

similarity measures in collaborative filtering.  

Table 3. NAS results for the sample matrix 

Pair NAS Similarity 

User1 – User2 -0.1126 

User1 – User3 -0.1863 

User1 – User4 0.9376 

User2 – User3 0.9376 

User2 – User4 -0.1064 

User3 – User4 -0.1126 

 

To summarize, the steps taken to calculate the algorithm for 

the NAS measure for a user pair is as follows: 

1- The user factor, based on the tendency of scoring close to 

the mean, is calculated for each user.  
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2- The proximity between scores is calculated with adapting 

the user factor, based on equation (13).  

3- The singularity between the scores is calculated based on 

equation (14).  

4- The PS score for the user pair is calculated by summing 

the multiplication of the proximity and the singularity 

scores of the commonly rated items.  

5- The SVS similarity score for the user pair is calculated 

based on the equation (18) where maximum likelihood 

estimator is the median.  

6- The commonly rated items for the user pair is calculated 

based on the Jaccard formula in equation (19). 

7- The NAS measure for the user pair is calculated by 

multiplying the PS, SVS and Jaccard scores.  

4. EXPERIMENTS 

4.1. Data Set 

The MovieLens Dataset of ML-100K and FilmTrust datasets 

were used in our experiments. The MovieLens Dataset of 

ML-100K was prepared by the GroupLens Research at the 

University of Minnesota [4].  In ML-100K, there were 943 

users and 1682 movies with a total of 100 000 ratings. Each 

user rated at least 20 movies out of 1682 movies. Ratings 

changed between 1 and 5, where 1 represented the lowest 

score for the preference and 5 depicted the highest score. 

This made the ML-100K dataset very sparse with %6.3 

density. FilmTrust is a movie-rating website, wherein the 

users give ratings for the selected movies. This dataset was 

prepared by Guo et al. [49]. In the FilmTrust dataset, there 

were 1508 users and 2071 movies with a total of 35500 

ratings. Ratings change between 0.5 and 4 and the sparsity 

level of FilmTrust was  %1.14. 

To observe the performance of the proposed novel 

algorithmic similarity (NAS) measure, we compared the 

proposed measure with the traditional methods of COS, 

PCC, CPC and the recent methods of PIP and NHSM. 

Recommendations were conducted based on each similarity 

method, and the performance of each similarity method was 

compared based on selected evaluation metrics of 

MAERMSE, recall, and precision.  

For each experiment, 70% of users in the dataset were 

selected as training users for similarity calculation. The 

remaining 30% of users were testing users for whom the 

recommendations were conducted. For each testing user, 

70% of their rated items were selected as training ratings for 

similarity calculation, while 30% of the rated items were 

used for conducting the actual recommendations.  

4.2. Performance metrics 

After calculating the user based similarities, the predicted 

ratings of an item for a specific user was calculated using the 

the following formula [19] 

�̂�𝑢𝑡,𝑝 =
∑ 𝑠𝑖𝑚𝑢𝑡,𝑢𝑖

𝑟𝑢𝑖,𝑝𝑖𝜖𝐾

∑ |𝑠𝑖𝑚𝑢𝑡,𝑢𝑖
|𝑖𝜖𝐾

 (21) 

where 𝑠𝑖𝑚𝑢𝑡,𝑢𝑖
 resembles the similarity between the test user 

𝑢𝑡 and his neighbor 𝑢𝑖. K denotes the set of most similar 

neighbors of the test user 𝑢𝑡.  

With the above formula, predicted ratings were calculated 

for each similarity measure framework. To compare the 

performance of each similarity measure, prediction accuracy 

was calculated with MAE. As stated before, the  MAE is a 

commonly used metric to calculate how the predicted values 

differ from the real values [14]. MAE is calculated as 

follows: 

𝑀𝐴𝐸 =
∑ |𝑟𝑗 − �̂�𝑗|𝑁

𝑗=1

𝑁
 (22) 

Another commonly used metric to measure how the 

predicted values are distant from the real values is RMSE. 

RMSE calculates the averaged squared distances between 

the real ratings and the predicted ratings[14]. RMSE is 

calculated as follows: 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑟𝑗 − �̂�𝑗)2𝑁

𝑗=1

𝑁
    (23) 

Besides measuring prediction accuracy of the selected 

algorithms, we also wanted to measure the classification 

accuracy of the proposed frameworks. Classification 

accuracy metrics tolerate deviations from the actual ratings 

when they measure how the items are truly classified as 

recommended [50]. Recall and precision are the 

classification accuracy metrics, which were also used in our 

research. . Recall is defined and calculated as follows [51]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =

number of testing items liked by the testing 
user and assigned to recommended list 

number of testing items 
actually liked by the testing user

 (24) 

Precision is defined and calculated as follows [51], [52] : 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

number of testing items liked by the testing 
user and assigned to recommended list 

number of testing items 
assigned to recommended list 

 (25) 

For performance measures, smaller MAE values indicate 

better prediction accuracy while higher recall and precision 

scores indicate better classification accuracies.  

4.3. Experimental Design 

To compare the proposed NAS algorithm with the other 

selected similarity algorithms, we build several 

configurations of the chosen parameters. We altered the 

number of nearest neighbors in our experiments. The number 

of nearest neighbors (K) is a fundamental parameter in 

collaborative filtering, and it affects the prediction 

performance [53].  We identified eight levels for the number 

of nearest neighbors and calculated the MAE, RMSE, recall 

and precision values for each level using the proposed 

similarity measure NAS as well as the other selected 

similarity measures of COS, CPC, PCC, PIP, and NHSM. 

5. Results and Discussion 

In this section to compare the performance of the proposed 

NAS measure, several experiments were conducted,  

usingtwo datasets  that were the MovieLens ML-100k and 

FilmTrust. Performance comparison were based on 

prediction accuracy and classification accuracy. Prediction 

accuracy was measured using the metrics of MAE and 

RMSE, while classification accuracy was measured using 

Recall and Precision. We compared the results of each of the 
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performance metric based on the pre-determined levels of 

the numbers of the nearest neighbor. First, we presented the 

results for prediction accuracy. Then, we presented the 

classification accuracy performance of predicted values.  

 

5.1. MAE and RMSE results for prediction accuracy 

As K denotes different levels for the number of nearest 

neighbors, we analyzed the impacts of the different number 

of nearest neighbors on prediction accuracy measured with 

MAE and RMSE. Figure 1 shows the MAE results of the 

similarity measures used with six levels of the number of 

nearest neighbors for the MovieLens 100k (ml-100k) 

dataset. Figure 1a shows that except Cosine, for all similarity 

measures MAE decrease as K increase from 30 to 80. We 

observed that the novel algorithmic similarity (NAS) 

measure reveals lower MAE values than the most of the other 

similarity measures in all levels of the number of nearest 

neighbors. When K is 20, 30 and 40 NAS obtains the lowest 

MAE among all of the similarity measures.  When K is 10, 

60 and 80, NAS gets the second lowest MAE after NHSM 

measure. 

Figure 1b shows the MAE results for the FilmTrust dataset. 

Figure 1b shows that for all similarity measures MAE 

decrease as K increase from 10 to 20. NAS measure produces 

lower MAE values than the other similarity measures except 

for the levels when the number of nearest neighbors are 80 

and 60. When K is 10, 20, 30 and 40 NAS obtains the lowest 

MAE among all of the similarity measures.  When K is 60 

and 80, NAS gets the second lowest MAE after NHSM 

measure after PIP. 

RMSE results for Movielens 100k for all the measures with 

six levels of K can be observed in Figure 2a. NAS is the best 

similarity measure among the six similarity measures based 

on RMSE because NAS is the only measure that provided 

the best performance in the four levels out of six levels of K. 

When K is 20, 30, 40, and 60 NAS provides the lowest 

RMSE score. When K is 10, NAS shows the second lowest 

score with PIP after NHSM. When K is 80 NAS comes third 

after NHSM and PIP. RMSE results for FilmTrust can be 

observed in Figure 2b. NAS provided the best performance 

in the four levels out of six levels of K. When K is 10, 20, 

30, 40  NAS produces the lowest RMSE score. When K is 

60 and 80, NAS shows the second lowest score after PIP.  

 

Figure 1a. MAE results of Similarity measures in different 

K nearest neighbors for Movielens 100k 

 

 

Figure 1b. MAE results of Similarity measures in different 

K nearest neighbors for FilmTrust 

 

 

Figure 2a. RMSE results in different K nearest neighbors for 

Movielens 100k  

 

 

Figure 2b. RMSE results in different K nearest neighbors 

for FilmTrust 

Concerning prediction accuracy, our newly proposed 

similarity measure NAS has outstanding performance when 

compared to the other similarity measures. It showed lower 

MAE score than all of the traditional similarity measures of 

COS, CPC, and PCC in all of the levels of K for both of the 

two datasets. For the ml-100k dataset, NAS obtained lower 

MAE from the recently proposed popular similarity measure 

PIP in five out of six levels of K. For three levels of K, NAS 

comes first meaning showing the best prediction accuracy 

while providing better results than the NHSM and PIP. In the 

lowest number and the two highest numbers of nearest 

neighbors(K), NAS comes second best after NHSM. 

Regarding RMSE for ml-100k, in the lowest and the highest 
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K, NAS comes second after NHSM. For the FilmTrust 

dataset, NAS brought lower MAE and RMSE levels for all 

number of nearest neighbors but the two highest level of 

number of nearest neighbors. In the two highest number of 

nearest neighbors PIP is the only measure that showed lower 

MAE and RMSE results. This means NAS showed better 

performance than the NHSM for all the levels.   

The reason for NAS coming second in the lowest and highest 

K is related with the similarity calculation based on the 

number of nearest neighbors. When K is small like 10, some 

similar users may be left out to calculate accurate similarity 

scores between the users. When K is high like 80, some false 

neighbors may be identified. False neighbor is a user that is 

identified as a neighbor but in fact he or she is not similar to 

the interested user. To summarize, using low number of 

neighbors may result in leaving some similar users out of the 

group and using high number of neighbors may result in 

bringing false neighbors inside the group. In both situations, 

neighbor group may not accurately represent the similar 

users. This may be the reason for NAS not being the best 

similarity measure regarding prediction accuracy when K is 

the lowest and the highest. When K is between 20, 3 and 40, 

a more representative similar neighbor group can be 

established to make healthier predictions and this may lead 

the NAS being the best measure in the given K interval.  

5.1. Recall and Precision results for classification 

accuracy 

We measured classification accuracy with the metrics of 

recall and precision. We firstly analyzed the impacts of the 

different K on classification accuracy. The results of the 

analysis are given in Figures 3 and 4 for precision and recall 

respectively.  As Figure 3a shows, for ml-100k regarding 

recall scores the newly proposed similarity measure NAS 

showed remarkable results among the six similarity 

measures. Recall of NAS was higher than the three of the 

metrics which are Cosine, PCC, and NHSM. The highest 

recall is observed when K is 20 and 30 for CPC, PIP, NAS, 

and NHSM. For these similarity measures recall gets lower 

as K increases. Only in Cosine and PCC recall increased as 

K increased. The two mostly used traditional similarity 

measures Cosine, and PCC shows the lowest recall score 

among all measures in all K. CPC revealed the highest recall 

values in all the K while PIP comes second and NAS comes 

third. 

For the FilmTrust dataset, as Figure 3b shows, number of 

levels has a huge impact on the recall results. As number of 

nearest neighbor increases Recall decreases for all the 

measures. While K is 10 NAS comes third after PIP and 

CPC. When K is 20, NAS is the second after CPC. When K 

is 30, NAS comes second after NHSM. When K is 40 NAS 

is has the highest recall results. When K is 60 NAS is the 

third after  NAS and NHSM. Finally when K is 80 NAS is 

the second after COS.  

 

 

Figure 3a. Recall results for ml-100k 

 

Figure 3b. Recall results for FilmTrust 

 

Precision values for ml-100k for all K values when the score 

threshold is 4 can be observed in Figure 4a and 4b. Precision 

of NAS shows remarkable results. As shown in Figure 4a, 

for ml-100k, in the three lowest K which are 10, 20 and 30 

NAS showed the second-best precision score. In all levels of 

K, NHSM revealed the best precision score. Except for 

Cosine and PCC, precision values are decreased as K 

decreased. Cosine and PCC showed stable values in all K, 

while Cosine revealed the lowest precision scores in the first 

four levels of K and PIP obtained the lowest precision score 

when K is 60 and 80. Precision results also show that as K 

increases, precision score of all values come close to each 

other. Especially after 40 precision values of the similarity 

measures are very close to each other. This result indicates 

that as the number of nearest neighbors increase false 

neighbors increase. Increasing number of false neighbors 

decrease the ability of precision measure to differentiate 

similarity measures from each other.  

For FilmTrust dataset, precision score decreases as K 

increases for all similarity measures. When K is 10, NAS 

showed highest precision results. When K is 20 and 30 NAS 

is the second after CPC. When K is 40 NAS is second after 

NHSM. When K is 60 NAS is the third after COS and 

NHSM. When K is 80 NAS is the second after COS. 

Although NAS was not the best measure for all the levels of 

K, it showed higher precision scores than the majority of the 

similarity measures for all the levels of K.  
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Figure 4a. Precision results different K nearest neighbors for 

ml-100k 

 

 

Figure 4b. Precision results different K nearest neighbors for 

FilmTrust 

To summarize the results, we can conclude that proposed 

Novel Algorithmic Similarity (NAS) measure can provide 

better prediction and classification accuracy performance 

than most other tested similarity measures as can be seen 

from Figure 1a to Figure 4b. NAS provided best results when 

the number of nearest neighbors is average like 20, 30 and 

40. Average number of nearest neighbors result in a more 

accurate similar neighbor set. Regarding prediction 

accuracy, NAS can outdo all of the tested similarity 

measures in the all but the two extreme levels of the number 

of nearest neighbors. Concerning classification accuracy, 

NAS comes second or third best among all the proposed 

measures in the whole number of nearest neighbors.  The 

above results demonstrate that the newly proposed NAS is 

an effective similarity measure in collaborative filtering and 

can be an excellent alternative to the similarity measures 

used in the literature. NAS demonstrated a remarkable 

performance because it distinguishes users not only how they 

score different from each other, it also considers how the 

users are different based on their tendencies towards scoring 

close to the median. 

6. CONCLUSIONS 

This research proposes a new similarity model that can 

compete with the popular similarity measures in the 

literature. For comparison with the proposed measure, five 

similarity measures were chosen from the literature. Firstly, 

the main drawbacks of the five similarity measures were 

stated using a sample matrix. The stated similarity measures 

had problems in genuinely identifying similar users. To 

overcome the drawbacks of the existing similarity measures, 

the novel algorithmic similarity (NAS) measure was used. 

NAS distinguishes similar users by considering the tendency 

towards scoring close to the median, which is then used as 

the maximum likelihood estimator for the suppose vector 

similarity. To demonstrate the effectiveness of the proposed 

NAS measure, several configurations of the nearest 

neighbors and score threshold for classification accuracy 

were used in our experiments. Results reveal that the novel 

algorithmic measure yields better prediction accuracy 

performance than other similarity measures in almost every 

level of the nearest neighbors.  The novel algorithmic 

similarly measure also showed better performance in terms 

of classification accuracy than most of the other similarity 

measures when the threshold is the score of four. These 

findings indicate that the proposed NAS measure can 

overcome the shortcomings of the existing measures and be 

a strong competitor to the similarity measures used for 

collaborative filtering.  
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