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Abstract  

 

Especially for the last 20 years many studies have been made in the field of health, chemistry and food with the electronic nose 

which is a very popular research area thanks to development of sensor technology. In these studies, high achievements have been 

obtained in many subjects ranging from disease detection to identification of bacterial species and from determination of food 

quality to aroma separation. In the study, the variation of the freshness of some fruits prepared for eating was examined with an 

electronic nose according to the days. Fruits as chopped melon, peach, banana and uncut strawberries were put on plates 

separately and all of them were stored at the room temperature for 5 days. A low cost electronic nose has been made with the 

MQ branded 11 gas sensors. Fruits were sniffed 15 times for each day at the same time zone. Sensors’ data were transferred to 

the computer via 2 Arduino Uno microcontroller cards and recorded to computer with an interface program made up in the 

LabVIEW environment. Then, features were extracted from the obtained data taken from the sensors, and the extracted features 

were classified by using the k-Nearest Neighbors and Neural Network Classification Algorithms. Best classification accuracies 

were obtained as; 93.28% for melon, 80.80% for peach, 84.80% for banana and 75.78% for strawberry. 
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1. INTRODUCTION  

 

Electronic nose (e-nose) is a device that can recognize odors 

which were introduced previously. An e-nose generally 

consists of the following parts; (a) an odor box that the odor 

which is desired to be recognised, will enter, (b) a sensor 

block which exists in this box, composed of gas sensors that 

they can detect the amounts of gases in the composition of 

the incoming odor, (c) an analog-digital converter unit which 

converts the electrical signals of these electrochemical 

sensors to digital data, (d) a classification algorithm which 

extracts features of the collected data and classifies, and (e) 

a computer where these operations are performed. 

 

Today, many scientists generate e-noses to distinguish and 

recognize odors in health, food and chemical area for 

commercial or academic purposes. There have been many 

successful studies in the field of health. The diseases like 

lung cancer[1, 2] heart diseases[3], respiratory system 

diseases[4, 5], Alzheimer's and Parkinson's diseases[6, 7] 

[5,6] and diabetes[8, 9] were diagnosed with high accuracy 

from the patients’ breath by using an e-nose. Electronic nose 

studies have been carried out in the cosmetic field in order to 

differentiate real and fake perfume[10] as well as to 

determine a special perfume[11]. 

 

In the food and beverage area; numerous studies have been 

done in the evaluation of quality of foods or beverages by 

using an electronic nose.  The quality or aroma of many 

foods such as tomatoes[12], peaches[13] and beverages such 

as fruit juice[14], wine[15] and tea[16] have been determined 

with the e-nose in food industry. Moreover, there are many 

e-nose studies available on the open literature to determine 

the shelf life of milk[17] and freshness of food such as 

fish[18], peach[19], egg[20], etc. 

 

In this study; daily changes of the smell of chopped melon, 

peach, banana and uncut strawberry have been observed with 

electronic nose. An electronic nose consisting of 11 gas 

sensors has been made for this study. The sensor array has 

been placed in an odor (sample) box. Electrical outputs of 

the sensors have been converted to digital data via an analog-

digital converter and the data have been recorded to the 

computer. The smells of fruits were recorded for 5 days. 

Then classification process has been carried out. The output 

of the study can be useful for commercial kitchens, food 

factories and electronic kitchen products. 

 

2. MATERIAL AND METHOD 

 

2.1. Customized Electronic Nose Setup 

 

In the study, primarily the sensor block of the electronic nose 

was generated by using the gas sensors listed in Table1. 
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Table 1. List of Gas Sensors 

Sensor 

No 

Sensor 

Name Target Gas 

1 MQ-2 Methane, Butane, LPG, Smoke 

2 MQ-3 Alcohol, Ethanol, Smoke 

3 MQ-4 Methane, CNG Gas 

4 MQ-5 Natural Gas, LPG 

5 MQ-6 LPG, Butane Gas 

6 MQ-7 Carbon Monoxide 

7 MQ-8 Hydrogen Gas 

8 MQ-9 Carbon Monoxide, Flammable Gasses 

9 MQ-131 Ozone 

10 MQ-135 

Air Quality (CO, Ammonia, Benzene, Alcohol, 

Smoke) 

11 MQ-137 Ammonia 

 

MQ branded gas sensors have been used with their kit in this 

study. The sensor array has been generated by placing these 

sensors to 6x10 cm board as shown in Figure 1. In Figure 2, 

the manufactured electronic nose system is given. The sensor 

array has been placed inside a storage container and the 

cables are pulled out of an airtight hole. The supply voltages 

of the sensor kits have been provided from a power supply 

and the analog outputs of the sensors have been connected to 

the analog inputs of 2 Arduino Uno cards. The sensors 

outputs that are electrical voltages, were converted to digital 

data by Arduino cards and the data have been transferred to 

the computer via USB port. 

 

 

Figure 1. Sensor array 

 

Figure 2. Customized electronic nose system 

 

Sensors’ data have been recorded with a data collection 

software which was prepared in LabVIEW. The presence 

and quantity of the relevant gases in the smell of the fruits 

which placed in the sample box, have been sensed by the 

related sensor and recorded to the computer. And obtained 

data have been classified after features extracted in 

MATLAB software. 

 

2.2. Data Collection and Analysis  

 

In this study; strawberries were washed to be eaten 1 day 

after they were picked and their daily odors were recorded 

with an e-nose, while other fruits were chopped on the first 

day they were bought from the market and their odors from 

chopping to spoiling was studied. The odors of each fruit 

were taken 15 times in a day along 5 days. All records were 

taken between 20.00-23.00 hours under conditions of 22-24 

°C temperature and 60%-70% humidity. A sniffing cycle 

consisted of placing the chopped fruit plate into the 

previously ventilated sample box, closing the lid of the box 

and starting the odor recording software program. The period 

of sniffing cycle was determined as 120 seconds and 10 data 

were taken per second from the sensors. As a result of 1200 

data recorded from each of 11 gas sensors, a data matrix 

which is consisted 11x1200 data were obtained in a sniffing 

cycle. A 3 dimensional matrix having 15x11x1200 

dimensions were obtained daily for each fruit. End of the 5 

days, a total of 300 different odors were recorded, 75 for each 

fruit. 

 

For the classification process, firstly, Kurtosis, Skewness, 

Sum, Average, Hilbert Transformation and Variance of the 

Derivative (VD) methods were applied to 11 sensors' data of 

each fruit's 75 odor records and the features of these data 

were extracted. How these features are calculated[21] is 

given in Table 2. 

 

In the formulas given in Table 2, xi is the ith sample of a trial 

x, x is the mean value of x, x´ is the derivative of x, x´i is the 

ith sample of x´, 'x  is the mean value of x´, L is the length of 

a trial, amean and astd are the mean and standard deviation of 

real part of ˆ( )s t  respectively.   

 

The kNN classification method is an extremely useful 

method that is frequently used in classification problems. In 

kNN classification, unknown specimen is classified 

according to nearest k neighbours. In this method; the metric 

distances of the training trials to the test trial are calculated, 

after that nearest neighbors in k quantity are taken into 

account and the test trial is labeled to be the class of the 

largest number of these training data. Ideal k number was 

determined with random sub-sampling method[21]. 

 

The neural network classification is also a method that is 

frequently used in classification studies. In this method; the 

data in the input layer is processed with the activation 

functions in the neurons in the hidden layer or layers, and the 

results of neurons in hidden layer transferred to the output 

layer. The transitions of the data between the layers are made 

according to certain weights. Finally, the data coming to the 
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output layer with the determined weights are assigned to a 

class as a result of the evaluation made in the output layer. In 

this study, a single layer is used in the hidden layer. 

 

Table 2. Methods of Extracting Features 
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It was used classification accuracy (CA), sensitivity (SE) and 

specificity (SF) metrics for evaluating performance of the 

classifiers. CA is the percentage expression of the ratio of the 

number of correctly classified trials to the total number of 

trials (Eq. 1). SE and SF were also calculated as follows (Eq. 

2 anad Eq. 3): 

 

100
CCT

CA x
TT

=  

 

(1) 

100
TP

SE x
TP FN

=
+

 

 

(2) 

100
TN

SF x
TN FP

=
+

 (3) 

 

CCT, TT, TP, TN, FP, FN are abbreviations of; the number 

of correctly classified trials, the total number of considered 

trials, the number of positive samples correctly classified, the 

number of negative samples correctly classified, the number 

of positive samples incorrectly classified, the number of 

negative samples incorrectly classified, respectively. 

 

Features are extracted from the training data set. By using all 

features, the feature that gives the highest cross validation 

accuracy (CVA) is determined. Then, the remaining features 

are added next to this feature by trying all combinations, and 

the features used for the highest CVA are recorded. This 

process is done as much as the determined number (100 

times for this study) of cross validations with randomly 

selected sub-training and validation sets. In the cross 

validation process given in Figure 3, the most used feature 

and the features which were used more than half of the 

highest usage count, are selected as the effective features of 

the classification.  

 

The classification process was carried out in 5 classes for 5 

different days. Randomly selected 10 of the 15 data which 

was recorded in each day, used as training data and the 

remaining 5 were used as test data. 5 of the 10 training data 

were used as sub-learning set by selecting randomly, and the 

other 5 were used as validation data. Feature selection was 

done as described above. Then, using the determined 

features, 5 data allocated for the test were classified by kNN 

and NN classification algorithms. 

 

Thus, one classification process was completed and 

classification accuracy, sensitivity and specificity were 

recorded. In order to increase the reliability of the 

classification accuracy, the classification process mentioned 

above was performed 100 times for different training-test 

sets. The arithmetic mean of the results of 100 classifications 

was accepted as the classification result. 

 

3. RESULTS 

 

In this study, four fruits’ five days odors have been classified 

by using an electronic nose. Totally 300 odors 75 for each 

fruit have been sniffed, and gas sensors’ data has been 

recorded to computer. All sniffing cycles composed of 2 

minutes records. 1200 values for each of 11 gas sensors have 

been got in a sniffing cycle. At the classification stage; 50 of 

75 data were used as training data (10 of the 15 per day) and 

the other 25 of them were classified to 5 classes with kNN 

and NN classification algorithms. Classification flow 

diagram is given in Figure 3. 

 

The classification results for each fruit are as follows: 

 

For melon; 

 

An average of 93.28% classification accuracy (CA), 85.40% 

sensitivity (SE) and 97.00% specificity (SF) were achieved 

at the end of 100 classification cycles with kNN algorithm. 

By using NN algorithm, 84.53% CA, 66.60% SE and 

97.45% SF were achieved at the end of 100 classification 

cycles. Most effective feature is xmean of Hilbert Transform 

of MQ-4 gas sensor. Error matrix of a randomly selected 
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classification among 100 different classifications is given in 

Table 3. 

 

Extracted Features

Training Set
(50 Data)

Test Set
(25 Data)

Randomly Selection

Sub-Training
(25 Data)

Selected Features

Feature Selection

Cross Validation                     100 times

Data Set
(75 Data)

Feature Extraction

Classification                                                         100 times

5-Classes 
Classification

Performance
Evaluation

Mean (CA, SE, SP)

Randomly Selection

Validation
(25 Data)

 
Figure 3. Classification Flow Diagram 

 

Table 3. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  4  0  0  0  0 

2.      Day  0  5  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  4  0 

5.      Day  0  0  0  1  5 

 

In Figure 4, extracted features graph is given for random one 

cycle of 100 cycles. Symbols in given Figure 4-7 represent 

the days as follow: 

 

+ : 1. Day 

♢ : 2. Day 

 : 3. Day 

 * : 4. Day 

 : 5. Day 

 

 

 
Figure 4. The graph of extracted feature of the chopped 

melon 

For peach; 

 

An average of 80.80% CA, 95.00% SE and 93.75% SF were 

achieved with kNN algorithm and 76.52% CA, 89.00% SE 

and 91.05% SF were achieved by using NN algorithm at the 

end of 100 classification cycles. Most effective feature is 

xmean of Hilbert Transform of MQ-3 gas sensor’s data. Error 

matrix of a randomly selected classification among 100 

different classifications is given in Table 4. In Figure 5, 

extracted feature graph is given for one classification. 

 

Table 4. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  5  1  0  0  0 

2.      Day  0  4  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  2  1 

5.      Day  0  0  0  3  4 

 

 
Figure 5. The graph of extracted feature of the chopped 

peach  

 

For banana; 

 

An average of 84.80% CA, 83.40% SE, 96.80% SF were 

achieved with kNN algorithm, and 75.79% CA, 83.20% SE, 

94.95% SF were achieved with NN algorithm at the end of 

100 classification cycles. Most effective features are xmean 

of Hilbert Transform of MQ-4 gas sensor's data and xstd of 

Hilbert Transform of MQ-131 gas sensor’s data. Error matrix 

of one among 100 classifications is given in Table 5. 

Extracted feature graph for one of the classifications is given 

in Figure 6. 

 

Table 5. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  3  0  0  0  0 

2.      Day  2  5  0  0  0 

3.      Day  1  0  5  0  0 

4.      Day  0  0  0  3  0 

5.      Day  0  0  0  2  5 
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Figure 6. The graph of extracted features of the chopped 

banana 

 

For strawberry; 

 

An average of 75.78% CA, 92.80% SE, 96.00% SF were 

achieved with NN algorithm, and 65.72% CA, 93.00% SE, 

97.90% SF were achieved with kNN algorithm at the end of 

100 classification cycles. Most effective features are xmean 

and xstd of Hilbert Transform of MQ-2, MQ-3 and MQ-4 gas 

sensors' data. Error matrix of one among 100 classifications 

is given in Table 6. Extracted feature graph for one of the 

classifications is given in Figure 7. 

 

Table 6. Error Matrix 

    Predicted 

    1.Day 2. Day 3. Day 4. Day 5. Day 

A
ct

u
al

 
 

1.      Day  5  0  0  0  0 

2.      Day  0  4  0  0  0 

3.      Day  0  0  2  0  0 

4.      Day  0  1  3  3  2 

5.      Day  0  0  0  2  3 

 

Figure 7. The graph of extracted features of the strawberry 

 

4. DISCUSSION AND CONCLUSION 

 

In this study, the freshness of the fruits was determined with 

high accuracy with an electronic nose. To start with, a low 

cost electronic nose was made up. Then, melon, banana and 

peach were chopped to plates separately and unchopped 

strawberries placed to another plate, and these fruits were 

kept in room temperature. These fruits’ odors were sniffed 

with the e-nose in the same time zone (between 20.00-23.00 

hours) for 5 days. A total of 75 odor data for each fruit, 15 

per day, were recorded into the computer. Finally, 25 of data 

were classified with two classifier algorithms by introducing 

randomly selected 50 of data as training data, after extracting 

features. The success rates and related classifier types of 

classifications, which are more successful are given in Table 

7. 

 

Table 7. Classifications Summary 

Fruit CA 

(%) 

SE 

(%) 

SF (%) Classification 

Algorithm 

Melon 93.28 85.40 97.00 kNN 

Peach 80.80 95.00 93.75 kNN 

Banana 84.80 83.40 96.80 kNN 

Strawberry 75.78 92.80 96.00 NN 

 

While the kNN classification algorithm can detect freshness 

and spoilage in melon, peach and banana fruits with high 

accuracy, it was not very successful in strawberry. 

Strawberry classification could be done with NN with less 

success than other fruits. The reason of the low classification 

performance in strawberry is considered to be that it is not 

chopped. As a matter of fact, it has been scientifically proven 

that chopped fruits will lose their freshness faster and spoil 

earlier[22]. It is predicted that strawberry freshness 

determination will be made with higher accuracy with e-nose 

by using chopped strawberries in the new studies in this field. 

 

The information of how many days ago the fruit was 

chopped can be useful for commercial kitchens, food 

factories and perhaps smart refrigerators to be developed. So, 

the study has to be developed by increasing the variety of 

fruits and vegetables. In addition, in scientific studies, it has 

been suggested to use electronic gas sensors instead of 

commercial mass spectrometers or gas chromatography in 

detecting the freshness of fruits [22]. Undoubtedly, the odors 

emitted by the fruits change daily and these can be detected 

by the gas chromatography method. However, the gas 

chromatography method is quite costly, laborious and long-

term work compared to the electronic nose method. With the 

electronic nose, a situation can be detected so quickly from 

an odor, and this method can be integrated into industry very 

easily. 

 

This study has some limitations: The low number of data is 

one of the negative aspects of the study. Although high 

accuracy classification results show that the spoilage of fruits 

can be monitored daily by their fragrances, working with 

larger data sets in future studies will further reinforce the 

reliability of the method. The other limitation is lack of gas 

chromatography of fruit spoiling before this study for 

choosing related gas sensors.  

 

Presentation at a meeting: A part of this study has been 

shared as an oral presentation at 3rd International 

Conference on Advanced Engineering Technologies 

(ICADET) in Bayburt, TURKEY on 19-21 September 2019 
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