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Abstract  

 

The purpose of occupational health and safety studies is to protect employees from work accidents and occupational diseases 

and to ensure that they work in a healthy environment. Most of the work accidents happen as a result of wrong storage, 

transportation and use of chemicals. In order to protect employees from chemical hazards and eliminate their possible risks, a 

risk assessment should first be carried out. Based on the results of the risk assessment, if not done before, bottles that contain 

hazardous chemicals must be classified and labelled according to their risk levels. The labels of bottles that contain chemical 

liquids must be checked and if the labels are worn or unreadable, they must be renewed. After these have been done, hazardous 

chemical liquids must be classified, stored and transported according to these labels. In this study, a non-contact, liquid 

measurement system based on microwave data is proposed to detect hazardous liquids. In order to select the most suitable 

algorithm for use in this measurement system, 3 different classification algorithms have been used and the performance analysis 

of the algorithms has made. In the study, 3 different classification processes have been applied according to the chemical 

properties of the liquids. It has been observed that Random Tree algorithm has achieved the best performance while Rep Tree 

algorithm has done the worst performance. Using this system, hazardous chemical liquids can be detected without opening the 

cover of the bottles that contain the liquids. Therefore, it can be used to quickly label hazardous liquids for their safe storage and 

transportation. 
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1. INTRODUCTION 

 

Most work accidents occur when the hazards of a working 

environment are not properly managed, either because they 

are not perceived as risks before the work starts, or because 

they are not fully understood. Therefore, appropriate training 

should be given to new employees to recognise and 

understand the hazards [1]. It has been reported that young 

workers have a higher non-fatal accident rate than older 

workers [2,3]. In order to create and maintain a safe working 

environment, hazards that may occur at workplaces should 

be identified and it is necessary to effectively monitor 

potential risks and give priority to preventive activities [4].  

 

Although chemicals play an important role in the daily life 

of people around the world [5,6], some of the work accidents 

occur due to the chemicals. The chemical industry produces 
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a wide variety of substances necessary for daily use and 

chemical hazards generally arise from chemical synthesis or 

production, processing, transportation and misuse. 

Compared to the other substances, explosive, flammable and 

poisonous ones are more dangerous when released 

inappropriately [7]. It is well-known that the most dangerous 

of work accidents are explosions and fires that occur during 

the storage and transportation of petroleum and petroleum 

products, as well as other types of fuel [8,9] On the other 

hand, there are ones like chemical liquids, which are less 

found in daily life [10]. Chemical liquids are often used in 

laboratories. Laboratories are one of the places where the 

danger and thus risks are almost the highest in terms of 

chemical hazards. Since flammable, explosive and 

poisonous chemicals are stored in chemical laboratories, 

they have many potential work accident risks. In addition, 

there is a higher risk of fire and explosion in them due to 
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electrical equipment used in chemical experiments, high 

temperature and pressure.  

 

Chemical liquids can be divided into 5 main groups as easily 

flammable liquids, corrosive liquids, toxic liquids, oxidising 

liquids and explosive liquids as given in Figure 1 [11,12]. 

Different measures have been proposed to prevent 

explosions related to the use of chemical liquids [12]. Figure 

1 gives general information that indicates which class should 

be stored together or not. As it is known, the most hazardous 

chemicals encountered in major work accidents are sulphuric 

acid, hydrochloric acid and ammonia [11]. If oxidising 

chemicals come into contact with combustible materials, fire 

or explosion may occur. In the event of impact or spillage, 

these materials may be mixed with organic materials and fire 

and explosion may occur. These chemicals are also sensitive 

to heat and should be stored in a cool place. The flash point 

of a volatile substance is the lowest temperature at which the 

vapour of the substance will ignite when a source of ignition 

is given. In most cases, as the flash point decreases, the 

relative danger of a flammable liquid increases. Most of the 

solvents available in laboratories have flash points well 

below room temperature. Therefore, their proper use, storage 

and disposal is highly critical. 

 

It has been suggested to use different techniques such as 

nuclear magnetic resonance and X-ray [13, 14], NQR 

method [15] for the detection of hazardous liquids. X-ray 

systems are the most widely used among these techniques 

[14]. In addition, liquid detection and identification can be 

performed using THz time domain spectroscopy [16]. 

However, these methods are generally effective in detecting 

peroxide-based liquids. And they cannot distinguish many 

types of liquids used in daily life. Therefore, there is a need 

for a system to distinguish these liquids [17]. 

 

The proposed system is based on microwave and decision 

trees. There are many microwave measurement methods. Of 

these methods the coaxial probe method is commonly used 

in microwave based systems. It has been used for different 

purposes including the examination of the microwave 

absorbing properties of ionic liquids at room temperature 

[18], electromagnetic properties of water and selected fruits 

and vegetables [19] and dielectric measurement of biological 

tissues [20]. In order to make measurements with this 

technique, the probe must be touched on the solid material in 

solids and the probe must be immersed in the liquid for liquid 

measurements. Metamaterial-based compact microwave 

liquid sensor was proposed for dielectric characterization of 

liquids [21]. 

 

In this study, a non-contact, a liquid classification system 

that can quickly detect hazardous liquids is presented. The 

classification system can classify liquids contained in bottles 

without the need of opening the caps of the bottles and 

without the possibility of being exposed to any breathing and 

skin contact with the liquids. It is a microvawe-based system 

and based on the use of well-known Decision Tree algorithm 

family for classification. In the study, three different 

classification processes were applied to liquids according to 

their chemical content and intended use. In the classification 

studies, 3 different decision tree algorithms were used and 

their performances were compared. As a result of the 

performance analysis study, it was understood that Random 

Tree algorithm was the most successful algorithm. 

 

The rest of this paper is as follows. Experimental setup, 

methodology used in this paper and Decision Tree 

algorithms are given in Section 2. Section 3 presents 

experimental study and its results. Finally, the paper is 

concluded in Section 4. 

 

Figure 1. Chemical substance storage matrix. 

 

2. MATERIALS AND METHODS 

 

The experimental setup used in this study for liquid 

classification using microwave patch antenna is shown in 

Figure 2. It consists of a microwave circular patch antenna 

design connected to a vector network analyser in order to 

measure of the reflection coefficient of electromagnetic 

wave. To build the experimental setup, an antenna with a 

resonant frequency of 1.5 GHz was designed. The design 

was constructed on a FR4 based dielectric substrate with 1.6 

mm height, 4.4 relative permittivity and 10x10 cm2 ground 

plane beneath it. The antenna is feed by 50 Ohm SMA (Sub 

Miniature Version A) feed probe. The design and geometry 

of the antenna is illustrated in Figure 3. The electromagnetic 

wave reflection coefficient of the liquids was measured by 

placing the bottle on the antenna. For each liquid 

measurement, the reflection coefficient was recorded at 40 

measurement points between 1.52-1.42GHz frequency band. 

The dataset, consisting of 31 liquid measurements, formed a 

31x40 matrix in total. Then, this data matrix was given as 

input to classification algorithms. 

 

Figure 2. Experimental setup for liquid classification. 
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Figure 3. Design and geometry of the antenna. 

 

Diameter of the antenna is calculated using (1) and (2).    

𝐹 =
8,791𝑥109

𝑓𝑟√𝜀𝑟
                               (1) 

𝑎 =
𝐹

{1+
2ℎ

𝜋𝜀𝑟𝐹[ln(
𝜋𝐹
2ℎ

)+1,7726]
1/2}

       (2) 

 

where 𝜀𝑟 is relative permittivity of the substrate, 𝑓𝑟 is the 

resonant frequency, h is the height of the substrate, and a is 

the radius of the patch. 

 

2.1. Decision Trees 

 

A decision tree structure consists of a root node containing 

data, inner nodes (branches) and end nodes (leaves). When 

decision tree algorithm is used, first, a decision tree is 

created, then the rules produced from the decision tree is 

used to classify the records in the database. By applying this 

created decision tree class on unknown data, the classes of 

this data are determined. In this tree structure, each node 

represents an attribute [22]. In Figure 4, a tree structure 

consisting of four dimensional attribute values belonging to 

three classes are shown. In this figure, xi represents attribute 

values; The values a, b, c, d and e indicate the threshold 

values used for branching, and A, B and C indicate the class 

labels. There are univariate or multivariate decision tree 

structures according to the number of variables used in each 

stage of tree formation [23]. 

 

The most important step in creating decision trees is the 

selection of criteria that the branch of the tree will be made. 

Some of the approaches that can be used for this purpose are 

knowledge gain and knowledge gain rate [24], Gini index 

[25], Towing rule [24] and Chi Square probability table 

statistics [26]. The entropy method is used to determine 

which branch of the decision tree will be used in the use of 

information gain and information gain rate. Let 

𝐶1, 𝐶2……𝐶𝑛 be a dataset consisting of several classes. If T 

shows class values, the probability of a class can be 

computed using (3). 

 

𝑃𝑖 = (𝐶𝑖/|𝑇|) (3) 

 

Figure 4. A decision tree structure consisting of three classes 

with four dimensional property spaces. 

  

The entropy value of the classes is computed using (4). 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇) = −∑𝑝𝑖

𝑛

𝑖=1

𝑙𝑜𝑔2(𝑝𝑖) 
 

(4) 

 

T class values according to B attribute in the data set 

𝑇1, 𝑇2……𝑇𝑛 . Considering that it is divided into sub-sets, the 

gain to be obtained by using B attribute values is computed 

using (5). 

 

𝐺𝑎𝑖𝑛(𝐵, 𝑇) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇) −∑
|𝑇𝑖|

|𝑇|

𝑛

𝑇

𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑇𝑖) 
 

(5) 

 

Segmentation information for determining the value of B 

attribute for the T set is computed using (6). 

 

𝐵 = −∑
|𝑇𝑖|

|𝑇|
𝑙𝑜𝑔2 (

|𝑇𝑖|

|𝑇|
)

𝑘

𝑖=1

 

 

(6) 

 

Then, the gain rate can be computed using (7). 

 

𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑒 =
𝐺𝑎𝑖𝑛(𝐵, 𝑇)

𝐵
 

(7) 

 

Using this criterion, the T training set is separated repeatedly, 

with the maximum rate of gains at each node of the tree. This 

process is repeated until each leaf node contains observation 

values of only one class. The decision tree classification 

algorithm divides the training data into subsets containing 

only one class, resulting in a very large and complex tree 

structure. For this reason, it is possible to replace a subtree 

with a leaf. This process is called pruning and removes the 

parts of the decision tree that do not affect or contribute to 

the classification accuracy in order to obtain a more 

understandable tree structure [27]. Pre-pruning is done while 

creating the tree structure. On the other hand, post-pruning is 

done after the tree structure is created [24].  

 

In this study, Random Tree, Rep Tree and Extra Trees 

algorithms are used for the classification process. Random 

Tree is a classification algorithm that creates a tree by taking 

a certain number of randomly selected properties in each 

node. There is no pruning. It also has an option that allows 

estimation of class possibilities based on the data set held. 
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Rep Tree algorithm was first proposed by Quinlan [27]. It is 

fast machine learning that creates a decision tree by pruning 

to reduce the effects of noise in the training examples [28]. 

With the regression tree logic, the best one is selected from 

the decision trees created after creating more than one tree in 

different iterations. The tree is pruned by reduced error 

pruning from the bottom up [29]. Because, the pruned tree 

reduces complexity in the classification process. The leaves 

of the decision tree always contain the exit values. The 

outputs at each branch point in the decision tree are selected 

based on the reduction of the "special threshold value" 

variance. To sum up, Rep Tree algorithm is based on the 

principle of minimizing the error caused by variance and the 

principle of gaining knowledge with entropy [29] and only 

works with numerical data. Extra Trees algorithm creates a 

community of decision trees that have not been pruned to the 

classic top-down procedure. The two main differences with 

other tree-based community methods are that they select the 

breakpoints completely randomly, separating nodes and 

using the entire learning example to grow trees [30].  

 

Decision tree algorithms are supervised learning algorithms. 

In this study, the purpose of using them is to predict which 

class the new liquid belongs to, using the model created from 

the data in the database when data from a new liquid arrives. 

Schematic representation of the classification processes held 

in this study is shown in Figure 5. As shown in this figure, in 

this study, 3 different classification experiments were carried 

out. In the first experiment, a total of 30 liquids listed in 

Table 1 were classified into two categories: hazardous or 

non-hazardous. Extra Trees, Random Tree and Rep Tree 

algorithms were used to classify the liquids given in Table 1. 

  

 

Figure 5. Classification of hazardous liquids. 

 

3. RESULTS AND DISCUSSION 

 

For the first classification experiment, a database was created 

from S11 parameter (reflection coefficient) measurements 

and two different methods were used to test the success of 

Extra Trees, Random Tree and Rep Tree algorithms. In the 

first method, all the data in the database was used as the 

training. In the second method cross validation was used. 

The purpose of doing this was to test the success of the 

algorithms in classifying liquids that were not in the 

database. Frequency-dependent reflection coefficient 

measurements of the liquids used in the classification 

experiment with the whole data set are given in Figure 6.  

 

When Figures 7, 8 and 9 are considered, it can be seen that 

Extra Trees and Random Tree algorithms correctly classified 

all the liquids in the classification without cross validation 

but Rep Tree algorithm misclassified 3 liquids. When cross-

validated, Extra Trees algorithm misclassified 3 of the 

liquids, Random Tree algorithm misclassified 2 of the liquids 

and Rep Tree algorithm did 6 of the liquids, respectively.  

 

Other classification metrics of the algorithms are presented 

in Figure 10. As it can be seen, high accuracy, precision and 

recall values are obtained when Random Tree algorithm was 

used. 

 

Hazardous chemical liquids can be generally divided into 3 

groups as shown in Table 2. These are flammable (ethanol, 

methanol, acetone, 1-propanol, 2 propanol, butanol), 

corrosives (sulphuric acid, nitric acid, acetic acid), oxidants 

(hydrogen peroxide). In the second classification 

experiment, hazardous chemical liquids were divided based 

on the abovementioned groups. Cross validation was not 

used in the remaining experimental studies since the number 

of liquids was limited. In other words, the entire dataset was 

used in the classification process.  

 

Frequency-dependent reflection coefficient measurements of 

the liquids used in the second classification experiment are 

given in Figure 11. Hazardous liquids were divided into 3 

classes using Extra Trees, Random Tree and Rep Tree 

algorithms. The confusion matrices of the algorithms are 

presented in Figure 12.  Other classification metrics of the 

algorithms are presented in Figure 13. 

 

Table 1. Liquids used in the classification experiments. 

Hazardous liquids Non-Hazardous liquids 

Ethanol 1-propanol Water Turnip juice Raki Peach juice 

Toluene Methanol Soda Milk Champagne Ice-tea(Peach) 

Butanol Acetone Beer Liquid hand soap Tequila Apricot juice 

Nitric acid Acetic acid Mineral water Buttermilk Whiskey Vinegar 

Sulphuric acid Isopropanol Rose juice Gin Vodka Liqueur 

Ebru Efeoglu, Gurkan Tuna
Use of Reflection Coefficients and Decision Tree Algorithm for Rapid Classification of Hazardous Chemical Liquids

Academic Platform Journal of Engineering and Smart Systems 10(1), 70-77, 2022 73



 

 

 

Figure 6. Reflection coefficient measurements of the liquids used in the first classification experiment. 

 

 

                 a)                                                                         b) 

Figure 7.   Confusion matrix of Extra Trees a) without cross validation b) after cross validation. 

 

               a)                                                                         b) 

Figure 8.   Confusion matrix of Random Trees a) without cross validation b) after cross validation. 

 

              a)                                                                         b) 

Figure 9.   Confusion matrix of Rep Trees a) without cross validation b) after cross validation. 

 

 

Figure 10.   Performance metrics a) without cross validation b) after cross validation.
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Table 2. Hazardous chemical liquids divided into 3 groups. 

Flammable Corrosives Oxidants 

Ethanol Sulphuric acid Hydrogen peroxide 

Butanol Acetic acid  

1-propanol Nitric acid  

Methanol   

Acetone   

Isopropanol   

 

 

Figure 11. Reflection coefficient measurements of the 

liquids used in separating hazardous chemical liquids into 3 

groups. 

Table 3. Solvents used in the classification process. 

Alcohol-Based 

Solvents 

Ketone 

Solvents 

Aromatic 

Solvents 

Acidic 

Solvents 

Ethanol Acetone Toluene Acetic 

acid Isopropanol    

Butanol    

1-propanol    

Methanol    

 

 
Figure 12. Confusion matrix a) Extra tree b) Random tree  

c) Rep tree. 

 

Figure 13. Performance metrics. 

 

In this classification experiment, Extra Trees algorithm 

provided 100% accuracy, Random Tree did 100% accuracy, 

and Rep Tree algorithm did 50% accuracy. Random Tree had 

a better RMS error value compared to Extra Trees algorithm. 

Frequently used organic solvents both create risks for human 

and environmental health during their use and cause an 

environmental problem that is difficult to dispose when it 

becomes waste. However, there are situations where the use 

of solvents is mandatory. In these cases, it is necessary to 

choose the safest alternatives when choosing the solvent. As 

listed in Table 3, in the third classification experiment a total 

of 8, 5 of which are alcohol based solvents (Methanol, 

Ethanol, 1 propanol, 2-propanol, Butanol), 1 ketone solvent 

(Acetone), 1 aromatic solvent (Toluene) and 1 acidic solvent 

(acetic acid), were used and the solvents were divided into 4 

main groups among themselves. Frequency-dependent 

reflection coefficient measurements of the liquids used in the 

third classification experiment are given in Figure 14. 

Confusion matrices and other performance metrics are 

presented in Figure 15 and Figure 16. In this classification 

experiment, Extra Trees algorithm achieved 100% accuracy, 

Random Tree achieved 100% accuracy, and Rep Tree 

algorithm did 62% accuracy. Random Tree had a better RMS 

value compared to Extra Trees algorithm. In this 

classification, Rep Tree algorithm had the highest error value 

and the worst performance metrics. 

 

 
Figure 14. Reflection coefficient measurements of liquids 

used in the classification of solvent liquids 
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a)                                                                   b) 

 

 
c) 

Figure 15. Confusion matrices a) Extra Trees b) Random Tree c) Rep Tree. 

 

  
Figure 16. Performance metrics. 

4. CONCLUSION 

 

Thousands of people are at the risk of exposure to hazardous 

chemicals in their workplaces. If the potential risks 

associated with hazardous chemicals are not identified 

beforehand and not controlled by appropriate methods, 

serious work accidents, occupational diseases and even 

deaths can occur. On the other hand, if appropriate 

precautions are taken, both the health and safety of the 

workers can be secured and the loss of working days due to 

temporary and permanent incapacity or death can be 

prevented. In this study, a non-contact, liquid classification 

system that can detect hazardous liquids was presented. The 

classification system can quickly classify liquids contained 

in bottles without the need of opening the caps of the bottles. 

The classification system is based on a group of algorithms 

that are members of the well-known, Decision Tree 

algorithm family. The success of the algorithms was tested 

with a group of liquids and satisfactory results were 

obtained.  Three classification experiments were carried out  

 

and in each of them three different classification algorithms 

were used. In the first classification experiment, hazardous 

liquids and non-hazardous liquids were distinguished from 

each other. In this classification, Extra Trees algorithm and 

Random Tree algorithm achieved 100% accuracy in the 

classification process when the whole data set was used. For 

liquids not found in the database, Random Tree algorithm 

performed better than Extra Trees algorithm with an 

accuracy rate of 80%. The worst result in this classification 

was obtained by Rep Tree algorithm. This algorithm 

obtained 90% accuracy in the classification when the whole 

dataset was used and 60% in the classification of liquids that 

are not in the database. In the second classification 

experiment, hazardous chemical liquids were divided into 

three groups: flammable, corrosive and oxidants. In this 

classification, Extra Trees and Random Tree algorithms 

classified the liquids with 100%. 

 

The proposed system in the study is still under development. 

In the future study, the classification process will be applied 

by increasing the number of liquids in the database. After 

increasing the number of measurement data for liquids and 

applying many tests, the system can be used to ensure 

occupational safety. 
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