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Abstract 

Due to rapid development of the Internet and related technologies, the amount of text-based content 

generated through Internet applications is increasing from day to day. Since text-based content is 

unstructured, accessing and managing this data is almost impossible. Consequently, there is a need for 

automatic text classification process. Text mining is a discipline in the Data Mining field and offers 

algorithms in order to perform text classification. The main objective of text classification is forming a 

learning model by using a training data set with pre-defined categories and placing data with unknown 

categories into correct categories. Different text classification algorithms such as decision trees, Bayesian 

classifiers, rule-based classifiers, neural networks, k-nearest neighbor classifier, support vector machines 

and ensemble learning methods exist in the literature. In this study, the effect of ensemble learning 

models on Turkish text classification was evaluated. A publicly available data set named TTC-3600 which 

consists of 3600 news collected from 6 news portals was selected. Text classification process was 

performed on TTC-3600 data set by using 4 base classification algorithms Naïve Bayes, Support Vector 

Machine, K-Nearest Neighbor, J48 Decision tree and their Boosting, Bagging and Rotation Forest 

ensemble learning models. The experimental results shows that ensemble learning models generally give 

more accurate results by increasing the success of base classifiers. 

 

Keywords — Text Classification, Data Mining, Ensemble Learning Model, Machine Learning, Turkish 

Text Mining.  

 

1 Introduction 

The rapid development in the Internet and network 

technologies has led to intensive use of Internet-based 

applications and the amount of text-based content 

generated through these applications is also increased 

[1]. Blogs, social media sites and web-based news sites 

are some of the sources that produce this type of con-

tents. Since unstructured text-based content cannot be 

manageable and accessible manually, there is a need 

for automatic text classification process. Text mining, 

which is a subfield of Data Mining, is a discipline that 

offers algorithms and methods to perform text classifi-

cation process [2]. Creating a model by using a train-

ing data set with pre-defined categories and placing 

data with unknown categories into correct categories 

is the basic idea of text classification [3]. In the litera-

ture, there are various text classification algorithms 

such as decision trees, Bayesian classifiers, rule-based 

classifiers, neural networks, k-nearest neighbor classi-

fier, support vector machines and ensemble learning 

methods [4].  

Considering the related literature, although there are 

many text classification researches in other languages, 

the number of researches conducted in Turkish is rela-
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tively less. In a study conducted by Torunoglu et al. 

[5], the importance of pre-processing in text classifica-

tion studies was investigated. In another study con-

ducted by Güran et al. [6], Naïve Bayes (NB), Decision 

Tree (J48) and K-Nearest Neighbor (K-NN) classifica-

tion algorithms were tried on Turkish data sets and 

the best classification results were obtained from Deci-

sion Tree classifier. Amasyalı and Beken [7] proposed 

a different approach to classification and divided 

Turkish words into semantic categories. They 

achieved the best classification results by using Linear 

Regression Classification Algorithm. In another study, 

Amasyalı and Diri [8] tried to prove that n-gram-

based approaches produce more accurate results. 

They evaluated NB, Support Vector Machine (SVM), 

J48 and Random Forrest classification algorithms. 

Çataltepe et al. [9] investigated the effect of length of 

the word roots on the classi-fication and concluded 

that Centroid classification using shortened roots was 

more successful. Tüfekçi and Uzun [10] investigated 

the effect of different term weighting methods on texts 

author detection. According to the experimental re-

sults, the best results were obtained from SVM algo-

rithm.   

In this study, the effect of ensemble learning models 

on Turkish text classification was evaluated. TTC-3600 

[11] was used as the data set, which consists of news 

collected from 6 news portals and agencies that are 

very well known in Turkey. TTC-3600 is also publicly 

available in order to be used in the experimental work 

of other researchers. Text classification process was 

per-formed on TTC-3600 data set by using 4 base clas-

sification algorithms NB, SVM, K-NN, J48 and their 

Boosting, Bagging and Rotation Forest ensemble 

learning models. Base classifiers were selected from 

different classification categories. The experimental 

results indicates that ensemble learning models gener-

ally give more accurate results by increasing the suc-

cess of base classifiers.  

The rest of the paper organized as follows: In section 

2, the methods and data set used are introduced. Sec-

tion 3 presents and discusses the experimental results 

obtained. Finally, section 4 concludes the paper with 

some future directions.  

2 Text Classification  

Text classification is used to assign text documents 

into pre-defined categories depending on the content 

of these documents [4]. Considering the related litera-

ture, the most widely used classification algorithms 

are NB, J48, K-NN and SVM and these algorithms are 

also selected as base classifiers in this study. 

2.1 Naïve Bayes (NB) 

Naive Bayes (NB) classifier is a well-known and high-

performance classification algorithm used to find the 

category of the data with a statistical approach. It has 

a rule-based approach. According to a basic rule that 

creates, the possibility of being member of a category 

is calculated for the data [12]. The equation of NB 

classifier is given below. 

𝑃(𝑐𝑘|𝑖) =  𝑃(𝑖|𝑐𝑘) 𝑃(𝑐𝑘) 𝑃(𝑖)⁄        (2.1.1) 

Where, 𝑃(𝑐𝑘|𝑖) and 𝑃(𝑖|𝑐𝑘) denote the probability of 

instance i being in class 𝑐𝑗 and the probability of gen-

erating instance d given class 𝑐𝑘, respectively. 𝑃(𝑐𝑘) is 

the probability of presence of class 𝑐𝑘 and 𝑃(𝑖) is the 

probability of instance i occurring. 

2.2 J48 - Decision Tree 

Decision tree is a fundamental method used for classi-

fication of the data sets in data mining. The aim of 

decision tree is to construct a model that estimates the 

value of a target variable by using different input vari-

ables. It consists of four basic steps. The rules are cre-

ated by creating the training data set. The root node, 

internal node and sheets are determined with selected 

features. Information gain is calculated using the 

probability of occurrence of unexpected events and 

the uncertainty for each selected character. The high-

est rate of information gain is determined as the root 

[13]. J48 classifier is a version of the C4.5 algorithm 

[14], which uses divide-and-conquer approach. 

2.3 K-Nearest Neighbor (K-NN) 

Another base classifier used to determine classes is K-

Nearest Neighbor (K-NN) algorithm, which doesn’t 

require any training phase. The closest member of the 

class is identified by using Euclidean distance method 

in order to identify the data from an unknown catego-

ry. All data are placed in an n-dimensional vector 

space model to perform classification [15]. 

2.4 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is developed from the 

theory of Structural Risk Minimization which mini-

mizes the probabilistic upper bound of the error on 



 
 
CBÜ Fen Bil. Dergi., Cilt 12, Sayı 2, 215-220 s.                                                                              CBU J. of Sci., Volume 12, Issue 2 215-220 p. 

217 
 

the test set [16]. SVM finds an ideal hyperplane in the 

feature space and utilizes a regularization parameter 

named C. The generalization characteristic of the SVM 

is the main advantage in comparison with other classi-

fiers. SVM gives very accurate results in binary classi-

fi-cation problems and it is one of the important al-

gorithms used in text classification field in recent 

years. 

2.5 Ensemble Learning Models 

In recent years, the emergence of Ensemble learning 

models is one of the most important improvements 

made in the machine learning and classification areas. 

The main objective of Ensemble learning approach is 

generating more accurate results by bringing classifi-

cation values that are obtained by using different base 

classifiers together. As seen in Figure 1, 𝐻1(𝑥) and 

𝐻M(𝑥) indicate the base classifiers and the output clas-

sification decision is given by 𝐻(𝑋). 

In this process, calculations are made by giving par-

ticular weight scores to other classifiers. Combining 

different classification algorithms and deciding about 

weight scores is one of the major challenges. The big-

gest advantage of using Ensemble classification algo-

rithm is probability of having more accurate values 

because this algorithm uses a combination of data of 

other methods. The most widely known and used 

ensemble learning algorithms are Bagging, Boosting 

and Rotation Forest. 

Bagging [17] is an ensemble learning method that 

aims to train the base classifier again by deriving new 

training sets from an existing training set. In Bagging, 

a new training set with n samples generated from an 

existing training set by using the random selection 

method. In this case, some of the training examples 

are not included in the new training set while some 

samples are included multiple times. Each base classi-

fier is trained by training sets including different sam-

ples and their results are combined by the majority 

rule. 

 

Figure 1. Ensemble learning 

Boosting is another important ensemble learning 

method [18]. In this method, the data that couldn’t be 

determined by the previous classifier is used. Each 

sample has a weight in the learning data set. After 

each learning process, weights of the samples are up-

dated by taking classification error of each classifier 

into account. The weighted average based on the accu-

racy of each classifier is selected to classify a new 

sample and classification process is performed. The 

most commonly used algorithm for Boosting is Ada-

boost ensemble algorithm. 

Rotation Forest is a new generation ensemble learning 

algorithm proposed to improve the performance of 

base classifiers [19]. Bootstrap algorithm is used as a 

trainer in Rotation Forest by utilizing multiple trees. 

The data set to be used in each decision tree is deter-

mined by Principle Component Analysis (PCA). Dur-

ing the training phase of decision trees in the forest by 

using the Rotation Forest algorithm, training data set 

is randomly divided into subsets and feature extrac-

tion is performed by applying principal component 

analysis on each subset. 

2.6 TTC-3600 Data set 

In this study, the data set named TTC-3600 [11], which 
has compatible formats with data mining tools and 
prepared to be used in Turkish text mining researches, 
was used. This data set can be accessed via Internet. 
The dataset consists of a total of 3600 documents in-
cluding 600 news/texts from 6 categories like econo-
my, culture-arts, health, politics, sports and technolo-
gy are obtained from 6 well-known news portals and 
agencies (Hürriyet, Posta, İha, HaberTürk, Radikal 
and Zaman). 
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Three additional dataset versions were created on 
TTC-3600 by implementing different stemming meth-
ods [20] in order to deepen the scientific work of re-
searchers. Considering the results of previous studies, 
the TTC-3600 data set version with most accurate re-
sults were used. This version has 3600 documents and 
5693 features. Stop-words filtering and stemming 
process was also done by using a mainspring tool. 
[21]. 

2.7 Evaluation Measure  

There are many performance measures to evaluate 
classification algorithms. All measures are basely gen-
erated from a confusion matrix which contains actual 
and predicted classification information. True posi-
tives (TP), true negatives (TN), false positives (FP), 
and false negatives (FN) are the four different predic-
tion outcomes within the matrix. In this study, we 
utilized the mostly used evaluation measure in text 
classification named Accuracy (ACC). ACC is the ratio 
of the total number of correctly classified samples 
which is calculated using Equation 2.4.1. 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
           (2.4.1) 

3 Experimental Results 

In the experimental study, 4 base classification algo-
rithms with their corresponding Bagging, Boosting 
and Rotation Forest ensembles were selected, which 
results 12 different classification models. All experi-
mental evaluations were performed using WEKA data 
mining tool [22]. Each classifier model was tested with 
10-fold cross validation, which is a well-known strate-
gy for performance estimation.  In this strategy, each 
dataset is split into 10-blocks. One single block is re-
tained as the validation data for testing the model, and 
the remaining k − 1 blocks are used as training data. 
The cross-validation process is then repeated 10 times 
[23]. 

Table 1 shows the classification accuracy results of 
both base classifiers and their corresponding ensem-
bles.  The column named Base shows ACC results that 
were obtained by directly using classification algo-
rithms without using any ensemble model. Rot.Forest, 
Bagging and Boosting columns were obtained as a 
result of performing ensemble learning models that 
are used to improve results of these base classifiers. 

Table 1. Accuracy results of base classifiers and their corre-

sponding ensembles 

Accuracy (ACC) 

Classifier Base Rot. Forest Bagging Boosting 

NB 72.08% 73.36% 73.91% 75.97% 

J48 77.13% 81.77% 81.69% 85.52% 

SVM 82.38% 82.65% 81.80% 81.75% 

K-NN 55.11% 61.83% 54.55% 55.61% 

Considering the results of base classifiers, NB, J48, 
SVM and K-NN algorithms gave the following accu-
racy values; 72.08%, 77.13%, 82.38% and 55.11%, re-
spectively. As seen in Figure 2, K-NN algorithm has 
the worst performance value, where as the best ACC 
value (82.83%) was obtained from SVM algorithm. The 
source of success of SVM is high dimensional feature 
space of this text classification algorithm. SVM is in-
dependent from the dimensionality of the feature 
space and is able to learn with small amount of data. 

 

Figure 2. The accuracy results of base classifiers 

As seen in Figure 3, the new results obtained by ap-

plying ensemble learning models Bagging, Boost-ing 

and Rotation Forest on base classifiers are more accu-

rate or close the base results. More accurate results 

were obtained with the help of all ensemble learning 

models performed on NB and J48 classifiers compared 

to base results.  

For example, J48 base classification algorithm gives an 

accuracy rate of 77.13%; however, when Rotation For-

est, Bagging and Boosting ensemble models are used, 

base accuracy value is increased by 4%, 4% and 8%, 

respectively. In addition, there is a 6% improvement in 

the ACC value from 55.11% to 61.83% when Rotation 

Forest ensemble model is performed in the K-NN 

algorithm. Bagging and Boosting ensemble models 

didn’t have a significant effect on K-NN base classifi-

er.  
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Figure 3. The accuracy difference of ensemble models 

It is also seen from the Figure 3 that ensemble models 

had not a positive effect on the SVM classifier. Since 

SVM is a strong classifier, ensemble model cannot 

improve the accuracy of SVM in general [24]. 

4 Conclusion 

In this study, the effect of ensemble learning models 

on Turkish text classification was investigated. Four 

well-known base classifiers (NB, K-NN, SVM, and J48) 

and three ensemble models (Bag-ging, Boosting, and 

Rotation Forest) were experimentally evaluated on 

TTC-3600 data set which includes a total of 3600 doc-

uments in the categories of economy, culture, arts, 

health, politics, sports and technology. The experi-

mental results showed that the ensemble learning 

models mostly improved the classification accuracy of 

base classifiers in the task of Turkish text classification. 

Base classifiers with Rotation Forest and Boosting 

ensemble models had the highest classification accu-

racies. 

In the future works, other ensemble learning models 

can be empirically evaluated with the combination of 

different feature selection methods. It is also planned 

to test the n-gram based representation of the TTC-

3600 dataset. 
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