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Abstract  
Original scientific paper 

Downtimes in manufacturing significantly influence productivity, and their analysis is necessary for successful and flexible production. 

Although some classification and regression studies have been performed on the machine downtime in the manufacturing area, the rare 

itemset mining (RIM) technique has never been implemented in the existing downtime studies until now. Besides, anomaly detection for 

gear manufacturing downtime in the automotive sector using RIM is yet to be explored. To bridge this gap, this study proposes the 

application of the RIM method for detecting anomalies in gear manufacturing downtime of earth moving machinery for the first time. In 

this study, the Rare Pattern Growth (RP-Growth) algorithm was executed on a real-world dataset consisting of downtimes in gear 

manufacturing of earth moving machinery to discover rare itemsets that indicate anomalies in downtimes. In the experiments, the rare 

itemsets (anomalies) in the downtime data were detected using different minimum support (minsup) and minimum rare support 

(minraresup) threshold values. The obtained results were also evaluated in terms of the number of itemsets, execution time, and maximum 

memory usage. The experimental results show that the proposed approach, called Anomaly Detection with Rare Itemset Mining (ADRIM), 

is an effective method for detecting anomalies in machine downtimes and can be successfully used in the manufacturing area, especially 

in the automotive sector. 
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1 Introduction 
 

Manufacturing downtime is described as any period of 

time during which a machine is not producing [1]. The 

downtime in manufacturing is classified into two types: 

planned and unplanned. Planned downtime occurs when 

production equipment is restricted or shut down to 

accommodate planned repairs, maintenance, testing, or 

upgrades. The unplanned downtime in manufacturing is 

any unexpected stop of equipment that is scheduled to be 

in operation. While unplanned downtimes are a much more 

costly process, all downtimes have a price. When 

equipment downtime occurs, quality, availability, and 

performance components of Overall Equipment 

Effectiveness (OEE) are affected negatively. It is vital to 

analyze machine downtimes in order to improve lean 

manufacturing processes. Because of this reason, 

manufacturing companies aim to discover anomalies in 

both planned and unplanned downtimes for reducing the 

disruption times of machines and increasing operational 

efficiency. 

Anomaly detection, an active study field in a variety of 

research communities, is the process of discovering data 

samples that significantly deviate from the norm [2]. 

Recently, different data mining techniques(RIM) have 

been used in the field of anomaly detection. Association 

rule mining (ARM) is a rule-based data mining technique 

that discovers interesting relations and common patterns 

among itemsets in large databases [3]. Rare itemset mining 

(RIM) is a subfield of ARM that aims to reveal out a rare 

and low-rank set of items in a dataset. In this study, the 

RIM technique was implemented using the Rare Pattern 

Growth (RP-Growth) algorithm for detecting anomalies in 

gear manufacturing downtimes of earth moving 

machinery. 

The novelty and main contributions of this study are as 

follows: (i) It gives a brief survey of ARM and RIM 

techniques, (ii) It proposes an approach, called Anomaly 

Detection with Rare Itemset Mining (ADRIM), (iii) This study 

is the first attempt to implement the RIM method for 

detecting anomalies in machine downtimes, (iv) This study 

is also original in that it applies the RIM method using RP-

Growth algorithm on a real-world dataset which includes 

gear manufacturing downtimes of earth moving 

machinery, (v) This study evaluates the obtained 

experimental results in terms of the number of itemsets, 

execution time, and maximum memory usage with the help 

of charts and tables. 

This article is structured as follows. In the following 

section, related literature work on the subject is given. 

Section 3 presents brief background information about 

ARM and RIM paradigms. This section also explains the 
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general structure of the proposed anomaly detection system 

and the used RP-Growth algorithm. In Section 4, the real-

world machine downtime dataset used in this study is 

described. The obtained experimental results with 

discussions are also presented in this section. Finally, 

concluding remarks and future directions are clarified in 

Section 5. 

 

2 Related Work 
 

In the literature, there are several machine learning-

based studies that aim to detect [4-6] and reduce [7-9] 

downtimes in different application areas, such as wind 

turbine, geology, production, etc. Wang et al. [5] used 

Support Vector Regression (SVR) to reduce the time-

consuming fitness evaluation process for predicting 

schedules in response to machine breakdown. In another 

study [7], the researchers applied the C4.5 decision tree 

algorithm to identify and reduce the downtime in a 

production system. Nwanya et al. [8] implemented a 

Multiple Regression algorithm for optimizing machine 

downtime in plastic manufacturing.  

RIM technique has been frequently preferred in many 

areas, such as data streams [10], distributed systems [11], 

energy [12], healthcare [13-15], marketing [16,17], 

network [18], and web applications [19,20]. For example, 

Hemalatha and Lakshmi [10] proposed a Minimal 

Infrequent Pattern-based Outlier Detection (MIFPOD) 

algorithm for investigating outliers in data streams based 

on obtained minimal infrequent patterns. The authors also 

defined three different measures for this algorithm, such as 

Three measures, namely Transaction Weighting Factor 

(TWF), Minimal Infrequent Deviation Factor (MIPDF), 

and Minimal Infrequent Pattern-based Outlier Factor 

(MIFPOF). In the study of [16], rare itemsets with a high-

utility (RIHU) algorithm was proposed for discovering rare 

itemsets with high utility for revenue analysis. Bakariya 

and Thakur [20] introduced a Rare Itemset Mining from 

Weblog Data (RIMWD) algorithm that follows top-down 

and level-wise approaches for discovering all rare itemsets 

with their subsets. 

To the best of our knowledge, a RIM paradigm has not 

been performed in the existing downtime studies until now. 

To bridge this gap, this study applies the RIM method for 

detecting anomalies in gear manufacturing downtime of 

earth moving machinery. 

 

3 The Proposed Approach (ADRIM) 
 

3.1 Rare Itemset Mining (RIM) 
 

Association rule mining (ARM), the most popular 

pattern discovery technique in data mining, aims to find 

interesting correlations, common patterns, or associations 

among a set of items in large databases or data repositories 

[21]. The associations among items are frequently 

described using association rules. Formally let the set of 

distinct items 𝐼 = {𝑖1, 𝑖2, … , 𝑖𝑛}, and the set of transactions 

(transactional database)  𝐷 = {𝑡1, 𝑡2, … , 𝑡𝑚}, where each 

transaction 𝑡 ⊆ 𝐼, n is the number of items and m is the 

number of transactions. An association rule is denoted as 

𝑋 → 𝑌 such that 𝑋 ∪ 𝑌 ⊆ 𝐼 and 𝑋 ∩ 𝑌 = ∅, where 𝑋 

(antecedent) and 𝑌 (consequent) are frequent itemsets. The 

rule is interpreted as if itemset 𝑋 be in a transaction, itemset 

𝑌 will very certainly occur in the same transaction. These 

rules are generated by satisfying user-defined criteria, such 

as support and confidence. While support indicates the 

frequency of transactions that include both itemsets 𝑋 and 

𝑌, confidence gives the proportion of transactions 

including itemset 𝑋 that also include itemset 𝑌. The 

equations of the support and confidence thresholds are as 

follows: 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋 → 𝑌) =
|𝑋 ∪ 𝑌|

|𝐷|
 

(1) 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑋 → 𝑌) =
|𝑋 ∪ 𝑌|

|𝑋|
 

 

(2) 

where |𝐷| is the number of transactions in the database 

𝐷, |𝑋| is the number of 𝑋 itemsets, and |𝑋 ∪ 𝑌| is the 

number of transactions that contains 𝑋 and 𝑌. For example, 

an association rule 𝑋 → 𝑌 with 60% support and 70% 

confidence values means that 60% of the transactions 

contain 𝑋 and 𝑌 itemsets together, and 70% of the 

transactions contain 𝑋, in which item 𝑌 also appears. 

The main objective of ARM is extracting only those 

itemsets that are frequent relative to a particular threshold, 

such as minimum support and minimum confidence 

values. However, in many real-life problems, there could 

be significant itemsets but have a low support value 

(infrequent itemsets). To discover the relation among those 

itemsets with a low frequency of occurrence, the rare 

itemset mining (RIM) paradigm has been proposed in the 

literature. 

RIM is a special type of ARM that attempts to discover 

rare correlations among a set of items in a dataset. An 

itemset 𝑅 is a rare itemset if its support value is lower than 

minimum support (minsup) threshold and higher or equal 

to minimum rare support (minraresup) threshold, as shown 

in Equation (3). 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑅) < 𝑚𝑖𝑛𝑠𝑢𝑝 Λ   
𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑅)  ≥  𝑚𝑖𝑛𝑟𝑎𝑟𝑒𝑠𝑢𝑝 

(3) 

 

The field of RIM has grown in popularity recently, 

owing to its applicability in a variety of applications such 

as anomaly detection, discovering rare diseases, intrusion 

detection, and identifying infrequently purchased items. In 

the literature, several RARM algorithms have been 

proposed. The RP-Growth algorithm has been preferred in 

this study because of its efficiency and scalability. 

 

3.2 Rare Pattern Growth  
 

RP-Growth is a variant of the FP-Growth algorithm that 

focuses on mining rare itemsets in the large transactional 

database [22]. A rare itemset is one that appears within the 

range indicated by user-defined minraresup and minsup 

thresholds. The main advantages of the RP-Growth 

algorithm are its speed and efficient memory usage. 
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3.3 Anomaly Detection with Rare Itemset Mining (ADRIM)  
 

Figure 1 presents the general overview of the 

implemented ADRIM approach in this study. First, gear 

manufacturing data of earth moving machineries are 

obtained in the data collection step. Then, in the next step, 

the experimental dataset is passed through a data 

preprocessing step (feature selection, feature extraction, 

and data discretization) to make it suitable for applying the 

RIM algorithms. In the RIM step, the RP-Growth 

algorithm is implemented on the experimental data for 

discovering rare itemsets that indicate anomalies in gear 

manufacturing downtimes of earth moving machinery. 

After that, the obtained rare itemsets are evaluated using 

user-defined minsup and minraresup thresholds. Finally, 

the detected anomalies in gear manufacturing downtimes 

are analyzed for decision making. 

 

 

 
Figure 1. The general overview of the ADRIM approach for detecting anomalies in gear manufacturing downtimes. 

 

4 Experimental Study 
 

In the experiments of this study, the RP-Growth 

algorithm was executed on real-world experimental data 

for detecting anomalies in gear manufacturing downtimes 

of earth moving machinery. This algorithm was used for 

discovering rare itemsets that indicate anomaly downtimes. 

The proposed ADRIM approach was developed using an 

open-source data mining library specialized for pattern 

mining, written in the Java programming language [23]. 

The experiments were performed on a personal computer 

with an Intel Core i5-7200U 3.1-GHz processor and 8 GB 

of RAM. 

 

4.1 Dataset Description  
 

A real-world dataset considered in this study includes 

records of downtimes in gear manufacturing of earth 

moving machinery obtained from a factory in Izmir. The 

dataset consists of 11040 instances and eleven attributes 

that give information about occurred downtimes in 

machines. 

The experimental dataset has passed through some 

data preprocessing steps (i.e., feature selection, feature 

extraction, and data discretization) for the implementation 

of the RP-Growth algorithm. First, in the feature selection 

step, the irrelevant and redundant attributes such as ID, 

name and surnames of operators, company names, etc. 

were extracted from the dataset. In the next step, the month 

and day attributes were derived from the date attribute to 

make it useful for analysis. In the final step (data 

discretization), the numeric attributes (time and total 

production) were discretized into five different intervals 

because the RP-Growth algorithm can work only on 

categorical data. Table 1 presents the attributes and their 

categorical values of the used dataset. 

 
Table 1. The attributes and their categorical values of the dataset. 

Month Day WorkCenterCode Downtime DowntimeGroupName OperationName 

January 
February 

March 

April 

May 

June 

July 

August 
September 

October 

November 

December 

Monday 
Tuesday 

Wednesday 

Thursday 

Friday 

Saturday 

Sunday 

IM01 
IM02 

IM03 

IM04 

IM05 

IM06 

IM07 

IM08 
IM09 

IM10 

IM11 

IM12 

IM13 

IM14 

IM15 

IM16 
IM17 

IM18 

IM19 

Undefined 
Failure / Maintenance 

Launch 

Initial adjustment 

Settings correction 

Changing tool holder 

Changing cutting tool 

Drill sharpening 
Warming the bench 

Assigning another task 

Carrying material 

Waiting for material 

Personal need 

Cleaning 

No operator 

Setting 
Emending 

Waiting for approval 

Sampling 

Breakdown 
Quality 

Personnel 

Planned 

Workbench preparation 

Other 

CNC turning 
Hard turning 

Gear cutting  

Finishing and grinding 

DowntimeType Department WorkCenterGroupCode Time TotalProduction  

Planned Unplanned CNC 

Gear Finishing 

IMG110 

IMG130 

IMG131 

IMG134 

IMG141 

[0-3) = Very low 

[3-15) = Low 

[15-30) = Medium 

[30-50) = High 

[>50] = Very high 

[0-30) = Very low 

[30-80) = Low 

[80-130) = Medium 

[130-200) = High 

[>200] = Very high 
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4.2 Experimental Work  
 

In this study, four different experiments were 

performed on the gear manufacturing downtime dataset 

for analyzing the followings: 

 

(i) samples of the discovered rare itemsets (downtime 

anomalies),  

(ii) the relationship between the number of rare itemsets 

and the minsup and varying minraresup values, 

(iii) the execution time performances of the RP-Growth 

algorithm on different minraresup values,  

(iv) the maximum memory usage of the RP-Growth 

algorithm on different minraresup values. 

 

The first experiment implements the RP-Growth 

algorithm to discover rare itemsets that indicate detected 

anomalies in gear manufacturing downtimes. Table 2 

represents some examples of the obtained rare itemsets 

with their lengths, support values, minsup thresholds, and 

minrare thresholds. For example, the itemset “Day = 

Saturday, WorkCenterCode = IM05, OperationName = 

Hard turning” having three items expresses that it occurs 

only in 0.12% of all downtime records. This means that 

On Saturdays, downtime at the work center IM05, where 

Hard turning operation is performed, is rarer than other 

downtimes. Another rare itemset obtained from the 

experiment is “DowntimeType = Unplanned, Time = 

Very high” with 7.25% support value. Considering this 

rare itemset, it is possible to decide that unplanned 

downtimes with very high durations are rare and 

undesirable. In other words, this itemset indicates that the 

downtimes are generally planned and of less duration. 

 

Table 2. Examples of rare itemsets discovered by the RP-Growth algorithm. 

Length  Rare Itemset  Support 

(%) 

Minsup              

(%) 

Minraresup 

(%) 

1-Itemset 

 

Day=Sunday 4.73 90 4 

Month=December  2.79 90 2 

WorkCenterCode=IM18 2.48 90 2 

2-Itemsets 

Department=Gear, WorkCenterGroupCode=IMG134 10.03 80 10 

DowntimeType=Unplanned, Time=Very high 7.25 80 5 

Day=Monday, DowntimeGroupName=Breakdown  5.21 80 5 

3-Itemsets 

WorkCenterCode=IM18, DowntimeType=Unplanned, 

TotalProduction=Very low  

0.15 70 0.1 

Downtime=Changing tool holder,  DowntimeGroupName=Workench 

preparation, OperationName=GearCutting  

0.14 70 0.1 

Day=Saturday, WorkCenterCode=IM05, OperationName=Hard turning  0.12 80 0.1 

4-Itemsets 

Month=October, Day=Monday, WorkCenterCode =IM02, 

OperationName=CNC turning  

2.33 50 2 

OperationName=Finishing and grinding, DowntimeType=Unplanned, 

WorkCenterGroupCode=IMG134, Time=Very high  

1.68 30 1 

Month=April, OperationName=Gear cutting, Department=Gear, 

TotalProduction= Low  

1.82 30 1 

5-Itemsets 

Downtime=Waiting for approval, DowntimeGroupName=Quality, 

OperationName=Gear cutting, DowntimeType=Unplanned, 

Department=Gear  

2.07 10 1 

DowntimeGroupName=Personnel, OperationName=CNC turning, 

DowntimeType=Unplanned, Department=CNC, 

WorkCenterGroupCode=IMG110  

1.98 10 1 

Downtime=Waiting for material, DowntimeGroupName=Personnel, 

OperationName=Gear cutting, DowntimeType=Unplanned, 

TotalProduction=Very low  

0.18 80 0.1 

 

In the second experiment, the RP-Growth algorithm 

was applied with a 90% minsup threshold and different 

minraresup threshold levels (%) ranging from 15 to 55 in 

increments of 5. Figure 2 presents the relation between the 

number of rare itemsets and the varying minraresup 

threshold values when the minsup value is kept constant. 

This figure shows that the higher the minraresup threshold 

value, the lower the number of rare itemsets discovered. 

This graph suggests that more rare itemsets are formed 

when the algorithm is conducted with higher minraresup 

values. 

The third experiment evaluated execution times of the 

RP-Growth algorithm on the dataset with a constant 

minsup threshold value (90%) and various minraresup 

threshold levels (%) ranging from 15 to 55 in increments 

of 5. The obtained execution times are given in Figure 3 

in milliseconds (ms). The varying minraresup values 

significantly affect the execution times of the 

experiments. This figure indicates that the execution time 

of the RP-Growth algorithm increases almost linearly as 

the minraresup threshold value increases. This result 

proves the RP-Growth algorithm’s effectiveness in terms 

of speed. 

 

 
Figure 2. The number of rare itemsets with different minraresup 

thresholds. 
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Figure 3. The execution time performance of the RP-Growth algorithm 

with different minraresup thresholds. 
 

In the last experiment, the maximum memory usage of 

the RP-Growth algorithm was calculated in terms of a 

megabit (mb) with the same minsup and minraresup 

threshold values used in the first three experiments. The 

results are presented as a graph in Figure 4. It is obviously 

seen from this graph that The RP-growth algorithm 

provides efficient memory usage with acceptable levels. 

 

 
Figure 4. The maximum memory usage performance of the RP-Growth 

algorithm with different minraresup threshold.

 

5 Conclusion 
 

Analyzing machine downtimes with detecting 

anomalies play an important role in improving lean 

manufacturing processes. For this purpose, this study 

proposes an approach, called anomaly detection with rare 

itemset mining (ADRIM). We implemented the RIM 

technique for detecting anomalies in gear manufacturing 

downtime of earth moving machinery. In the experiments, 

the RP-Growth algorithm, a modification of the FP-

Growth algorithm, has been utilized because of its 

efficiency and scalability. This algorithm was executed on 

a real-world dataset, and the anomalies in the downtimes 

were detected to help experts make decisions about 

productivity and efficiency. Also, the experimental results 

were evaluated in terms of the number of itemsets, 

execution time, and maximum memory usage in this 

study. 

As a future study, different popular anomaly detection 

algorithms (i.e., isolation forest, Local Outlier Factor, etc.) 

can be applied to the same dataset. In addition, the RIM 

method can be implemented for different domains with 

different algorithms apart from the RP-Growth. 
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