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ABSTRACT

Intellectual Property (IP) rights have always had difficulties coping with disruptive technologies. The development of Artificial Intelligence (AI) and its everyday use push the boundaries of copyright and patent protection. The interpretations of patent and copyright requirements for being protected by IP rights become ambiguous when assessing AI-generated works due to the ability of AI to learn and generate output without human intervention. This article, although there is no doubt that AI generates creative and inventive works which could obtain copyright and patent, the existing framework of both IP rights in the United States (US), United Kingdom (UK), and European Union (EU) is insufficient to deal with AI development. This article analyses the question of who the author/inventor and owner of the autonomous work will be and concludes that it does not seem to be answered adequately based on current regulations. The author argues that rather than accepting AI as an author or not, some legal regulations should be made to overcome the uncertainty of AI-generated works’ protection scope. While AI develops over time, if the ambiguity problem of AI-generated works is not solved, this may become troublesome in the future.
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I. INTRODUCTION

Due to artificial intelligence (AI) ’s continuing growth, the world has entered a new and disruptive era. Research assessing the capabilities of artificial intelligence has indicated that AI will attain half the level of human ingenuity by 2040 and will equal humans in creativity before 2080. For example, Jukedeck and Watson Beat (an algorithm that employs neural

networks and can learn) can compose music in seconds from only a few trivial inputs. Aaron might be another example, a machine created by Harold Cohen that uses actual paint to produce works later exhibited in the Tate Museum⁴. There is no doubt that AI generates creative and inventive results. The requirements for copyright protection have been listed in several international treaties: TRIPS Art. 27 states that an invention must be novel, industrially applicable, and inventive to be patentable, while Art. 9-10, quoting the Berne Convention, says that a work must be original and fixed in any tangible medium to obtain copyright protection. However, the interpretation of these terms has been left to national jurisdictions and courts⁵. The ambiguity regarding the understanding of IP rights and terminology in law has been widely criticised for many years. Accordingly, as the law has evolved, various approaches to interpretation have evolved alongside it, depending on the experiences in multiple jurisdictions. However, the IP system has coped with these threats by using basic regulations. The increasing number of autonomous machines and their improved ability to learn and generate output without human intervention poses the most complicated risk to IP regimes thus far. The world is already far ahead of the Turing test. Until the emergence of autonomous machines, it was presumed that creativity derived from the natural person; however, AI challenges this presumption. Even though it needs to be programmed, AI can produce inventions and compose works without any human intervention in the creation process, if not legally.

However, it is unclear how the notion of ‘original intellectual conceptions and the originality criteria applied to human creative output should be used to AI outputs. When discussing patents and copyrights, it is first essential to clarify the difference between AI-aided works and AI-generated works: the protection of works produced by humans using AI is evident⁶. In contrast, that of autonomously AI-generated works is more uncertain. As AI-generated works become increasingly indistinguishable from human creations, the extent of protection requirements, inventorship/authorship and ownership


regarding copyright and patent rights has come into question. The main goal of an IP regime is to foster innovation. Without assigning an inventor or author, it is impossible to protect the work; if the work cannot be protected, the number of AI-based inventions will subsequently decrease, contrary to the main principle of IP, in parallel with public use. Rather than proposing either copyright or patent protection for AI-generated products, this paper instead argues that the current state of IP rights is insufficient to deal with AI development.

This study comprises two themed chapters. The first assesses the subject matter requirements of copyright protection in the United States, the United Kingdom and the European Union, then discusses the proposal of AI authorship and a possible human authorship approach. It subsequently evaluates the ownership problem of AI-generated works and reviews whether the existing copyright system can cope with the emerging AI developments. The second chapter examines whether AI-generated works can adapt to patent protection by considering patentable subject matter standards in the UK, the U.S. and EU. In addition, it will analyse the arguments for and against AI inventorship, how ownership for human inventors might be determined, and the potential applicability of these proposed approaches under different jurisdictions. Finally, the last section contains an evaluation and combination of the preceding paragraphs to assess the current IP regime’s role in AI development and how sufficient it is for the task.

II. COPYRIGHT

A. Copyright Protection of Artificial Intelligence Inventions

1. Copyrightability under the United States Copyright Law

   It is defined in the U.S. Constitution that stimulating behaviours useful for the improvement of technology and granting privileges to those who contribute accordingly is the main target of copyright protection\(^7\). The building blocks of copyright regimes are designated under 102(a) of the U.S. Copyright Act as originality, authorship, and fixation of expression. The Feist decision is seminal for the U.S. copyright regime. It divided the term

\(^7\) U.S. Constitution, Art. 1, sec. 8, cl. 8.
'originality' into 'independent creation' by the author and 'a modicum of creativity and, in doing so, introduced originality as a criterion of copyright into the U.S. Constitution and added a creativity scale into the law. In contrast to the 'sweat of brow' doctrine implemented in the past, Judge Holmes stated that the requirement of creativity is so simple that it could be fulfilled 'even in handwriting'. AI can be programmed to be creative, producing outputs indistinguishable from those of human authors; moreover, these outputs could be rendered in fixed forms. At this point, it may be asserted that AI-generated works can exceed this creativity limit and are thus original. On the other hand, it is argued that the intellectual features and personality of the author are signs of creativity compared to qualifications that distinguish the aesthetic work. While there is no precise definition of originality, courts have held that the term 'independent creation', which defines originality, refers to the work not being copied from anyone else; thus, there must be a recognizable author. In the U.S. copyright regime, the most challenging aspect of deciding whether computer-generated products are original is assessing the link with the author. Even though there is no clear definition of authorship in the Act, there have been cases interrogating the meaning of 'human beings' or 'persons' before the Supreme Court. , which addresses non-human authorship, is one of the most well-known cases in this debate. The 'authorship' of the pictures taken by the monkey was rejected on the ground that non-humans do not have legal personality and are thus unable to sue or be considered authors under copyright law. At present, most legal systems agree that human authorship is enough to solve the problems that may arise. The 'Works That Lack Human Authorship' section of the U.S. Copyright Office's Compendium states that works made by non-human authors are not copyrightable. It was further decided in the Compendium by referring to 'original intellectual conceptions of the author, 'in Burrow Giles, that autonomously or randomly generated works composed of mechanical procedures or machines independent of human intervention would not be registrable. Although it is
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10 Ibid 8.
11 Aalmuhammed v. Lee, 202 F.3d 1227, 1234 (9th Cir. 2000).
14 Ibid § 313.2.
not binding, this approach continues to be applied to A.I., as was shown in the last update of Declaration. Under these circumstances, to boost innovation by providing copyright protection in the A.I. sector, the U.S. courts have followed the approach of allocating human authorship to works autonomously generated by computers. On the other hand, in Urantia Foundation v. Maaherra, in which non-human authorship was claimed, it was held that the human authorship requirement is not so rigid; as Bridy argues, to protect the copyright, although 'human authorship' is denied by both parties, the courts interpreted that there was a good link with human intellectual creation. Even if AI-generated works that lack human intervention hamper the connection between the originality requirement and authorship, due to the low threshold of creativity, if allocating a human author was possible, the AI-generated work would be copyrightable. However, when the effectivity of A.I. in the output is increased in comparison with human input, and when demonstrating human control over the output becomes infeasible, human authorship claims may weaken. By contrast, the U.S. National Commission on New Technological Uses of Copyrighted Works (CONTU) stated that A.I. is essentially a mere tool and that even the most complicated autonomous programs (with creative learning skills and an ability to use randomness) are bound by the commands issued in their code and the limits of their designers' coordination and users' aims when carrying out specific actions. After the CONTU report, the U.S. Congress Office of Technology Assessment (OTA) asserted that developments have revealed that assuming AI to be a mere tool may be incorrect, as the same outputs would be copyrightable if generated by humans. Today, because of developments in the AI sector, certain copyrightable works in the field of painting, writing and music have been autonomously generated by AI. For instance, the algorithms Wave Net and Watson Beat can compose new music after 'listening' to existing music,
while Deep Dream\textsuperscript{21} is able to generate new and unique photos without any intervention. Scholars such as Abbott have suggested that scope of ‘authorship’ must thus be extended beyond non-humans, because AI-produced works meet the requirements for legal protection given to exclusively original works\textsuperscript{22}. In summary, until new legal regulations are made in the U.S., A.I. will continue to develop and become more complex, increasing the unclear nature of current authorship standards. Likely, the insufficiency of A.I. generated works assessment will review in the regulations of the U.K.

\textbf{2. Copyrightability under the United Kingdom Copyright Law}

A work can be copyrightable in the UK if it is original and a result of sufficient skill, labour, or judgment on part of the author. As it can be seen in \textit{Walter v. Lane}, the UK initially adopted the labour theory, which corresponds to the ‘sweat of brow’ approach in the US, to grant copyright by giving protection to scribes who write down speakers’ words\textsuperscript{23}. Subsequently, under amendments to the Copyright, Designs and Patents Act 1988 (CDPA), Section 3 (a) states that a database is original if it presents an ‘author’s own intellectual creation’\textsuperscript{24}; this decision has expanded to cover all literary works within Infopaq\textsuperscript{24} and Painer\textsuperscript{25}. AI-generated works neither comprise human skill and labour nor human intellectual conception, while the difficulty of identifying the author due to the complexity of autonomous works creates the risk of leaving the work unprotected. Computer-generated works have been recognised and defined by the CDPA as works created in the absence of a human author. It seems that the U.K. copyright law has followed the idea that a lack of human authorship is not an obstacle to protecting a work. In the \textit{Express Newspapers} case,\textsuperscript{26} the court allocated copyright to the designer by denying the claim that AI-created letter grids were not generated through human creativity. Article 9(3) of CDPA expresses that in terms of computer-

\begin{flushleft}


\textsuperscript{23} \textit{Walter v. Lane} [1900] A.C. 539.

\textsuperscript{24} Infopaq International A/S v Danske Dagblades Forening (C-5/08) EU:C: 2009:465; [2012] Bus. L.R. 102

\textsuperscript{25} Eva-Maria Painer v Standard Verlags GmbH (C-145/10) ECDR 6.

\textsuperscript{26} \textit{Express Newspapers plc v Liverpool Daily Post & Echo plc and Others} [1985] 1 WLR 1089.
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generated works, the ‘author shall be taken to be the person by whom the arrangements necessary for the creation of the work are undertaken’. The U.K. approach is ahead of the U.S. and E.U. in terms of categorising AI-generated works and establishing a connection between such works and human authors. Although Article 9(3) of CDPA seems favourable to administrating AI-generated works, the only difference between the U.S. and E.U. implementation is as follows: in the U.S. and E.U., courts are trying to find a nexus between AI-generated works and humans, while in the U.K., it was first accepted that these works are copyrightable, after which courts have tried to ascribe authorship to humans. Moreover, the U.K. approach has been criticised for deviating from the main U.S. and E.U. focus, which puts humans at the centre of copyright protection, and for the originality criteria, which have become unnecessary. It is asserted that the U.K. approach runs contrary to the ‘author’s own intellectual creation’ requirement, in the sense that the identified human authors are not the actual authors of the work. This illustrates that the U.K. amendments are not sufficient to appropriately assess AI-generated works. It illustrates below, the authorship problem concerning the AI is identical to the E.U. law.

3. Copyrightability under the European Union Copyright Regulations

Article 2/1 of the Berne Convention does not present any requirements for copyright protection. Regarding computer programs, the Software Directive provides that the only criteria sought are originality, which amounts to the ‘author’s intellectual creation’ requirement, in the sense that the identified human authors are not the actual authors of the work. This illustrates that the U.K. amendments are not sufficient to appropriately assess AI-generated works. It illustrates below, the authorship problem concerning the AI is identical to the E.U. law.

requirement defined in the Software Directive was expanded to cover all artistic and literary works\(^\text{32}\). The 16th recital of the Term Directive\(^\text{33}\) focused on the use of personality to achieve originality; similarly, it is interpreted as ‘personal character’ and ‘creative touch’ in the CJEU Painer\(^\text{34}\) and Dataco\(^\text{35}\) cases respectively. The general idea is that personal touch and creative choice imply the need for a human author. In Dataco, the court held that there is no personal touch or creativity in AI-generated works, as the instructions are given by technical means\(^\text{36}\). Even though there are variations in the UK, US and EU law, the critical point is the definition of originality related to identifying the author. Although computer-aided works are eligible for copyright protection in these jurisdictions, autonomously generated works pose a problem until they are correlated with a legal person. Correspondingly, it is necessary to develop rules to conform with the development of AI to foster innovation in the sector\(^\text{37}\). As seen in the cases of Painting Fool\(^\text{38}\) and Paul\(^\text{39}\) it may be argued that an AI can put its creativity into its output via ‘randomness’, which can be seen as a personal touch that goes beyond human knowledge. However, the lack of legal personality involved prevents AI from being treated the same way as a human under the legislation. Despite it being difficult to distinguish intervention in complex AI systems, the possibility of granting copyright to works is directly proportional to the degree of human intervention. Thus, assessing the authorship problem may reveal whose ‘personal touch’ has constructed the work\(^\text{40}\).

\(^{32}\) Infopaq (n 25).


\(^{34}\) Burrow-Giles (n 6) 94.

\(^{35}\) Football Dataco Ltd and others v. Yahoo! UK Ltd and others, Case C-604/10, 2012, ECDR.

\(^{36}\) Ibid 39.


B. Artificial Intelligence as Author

To determine whether an AI can be an author, it is first necessary to evaluate the underlying theories of copyright. There are two principal doctrines of copyright: the practical approach and the natural rights approach, with the latter being divided into personality and labour theory comes. The natural rights approach does not seem appropriate for use in supporting AI as an author; the personality doctrine refers explicitly to the character and requires intention and causality to be present in the author’s actions. Moreover, labour theory refers to being rewarded in return for the endeavour, meaning that natural rights are not applicable to AI in the authorship question. As for the practical approach, the main goal of copyright regimes is to encourage authors to innovate by granting them rights. If AI authors do not need to be incentivised, this would mean that giving them rights is unnecessary, and it may thus be asserted that AI is not suitable for authorship consideration. However, leaving AI works in the public domain without any protection may disincentivise the programmers and other participants in the AI sector and hence decrease AI development.

As the programmer programs an AI for the specific purpose to follow user instructions, the majority of regulations are inclined to suggest that attributing authorship to AI is not possible. Recall, for instance, that non-human authors are not recognised by the US Copyright Office, and that the court emphasised in Naruto v. Slater the court emphasised that authorship refers to ‘human’ and ‘natural persons’. On the other hand, although all these principles were developed based on the human context, debates regarding AI-generated works seem unsolvable by addressing human authorship questions. Furthermore, the human(s) who initiate the AI’s course of action is (are) unaware of how the outcome will appear and what procedures the machine will follow. It can thus be argued that determinant touches regarding the originality requirement are made directly by the machine. Although instructions from a programmer or user give form to the output, the AI directs the essence of the output and could


42 Abbott (n 23) 1098.


44 Compendium n (15) § 306, 313.2.

45 Naruto (n 12) 11041.
thereby be considered the author. It has been argued that the legal personality problem in the AI context could be solved by granting it rights in the same manner as for companies. However, companies are not analogous to AIs, as they have direct links to the humans involved and cannot learn, perform, or generate autonomously. Attributing legal personality to machines must thus be done based on a different legal ground. The proposal of legal regulation in the European Parliament creating ‘a specific legal status for robots in the long run’ may thus affect the IP regime over time. The reason why AI authorship is such a complex topic does not stem from the structure of AI specifically, but rather from the lack of descriptions in the judicial precedent and legislation on authorship and originality more generally. Arriving at the required degree of specificity to allocate authorship for human-generated output in the EU and the US and computer-generated products in the UK necessitates determining who has made the dominant contribution to the output. Therefore, it is not possible to attribute authorship to non-human entities in any of these jurisdictions.

C. Human Authorship

1. Programmers

Due to the difficulty of writing innovative algorithms, it may be fair to assess authorship in favour of programmers. Designers who write creative algorithms should be treated better than those who write ordinary algorithms. This argument contends that the machine itself and the end-user are only capable of working within limits specified by the designer; thus, the outcome represents the ‘intellectual conception’ of the designer. Using the definition of ‘authors of the authors’, Bridy suggests that the person who creates a creative computer program should be deemed the author of its computer-generated outputs. However, with the Feist decision, the importance of the

48 European Parliament Recommendations (n 40).
creative labour itself was displaced by ‘creativity’. Attributing authorship to the designer may expand the scope of copyright protection by focusing on the work rather than the author. It has been claimed that raising the copyright regime would be similar to giving copyright protections to a camera manufacturer even though a user has taken the actual photograph. According to Samuelson, a designer originates the opportunity for the outcome but does not create the actual creation. In the context of autonomous machines, it could be argued that the machines’ input, and thus the outcomes, are far more varied than the programmer could have envisaged. This problem can only be solved by determining the ‘personal touch’ originator on the AI-generated output. Some scholars argue that the one who puts forward his ‘own intellectual creation’ and gives the final shape to the resulting work is the user, while the designer’s only role is to generate the framework; therefore, the designer’s copyright ends with the underlying code. By contrast, it is also asserted that a user’s contribution may lack conscious creative force and be akin to simply pushing a button in such situations, the originality requirement is not fulfilled, particularly when compared to the programmer’s situation. This two-edged problem was reviewed in the Nova Productions Ltd case, which ruled that the user’s contribution to the game display was not deemed as ability, effort or controlling the process. Despite having less awareness compared to the user about the final shape of the end product, the programmer’s sole endeavour is to create an AI method capable of generating freestanding works, engendering the programmer’s status as an author. It is further held that, in cases where it is impossible to foresee and predict the output, the output can still be copyrightable; however, these cases are only valid when the user’s contribution is sufficiently simple. Contrary to this, nobody can claim that the designer of (for example) a word processing program is the author of any article written using this program. Although it may be possible to detect the relative contribution of the parties involved, this

51 Feist (n 8).
52 Hedrick (n 47) 329.
54 Hedrick (n 47) 345.
55 Dorotheou (n 45) 90.
issue is becoming more complex by the day. Even though the proposal to deem programmer’s authors corresponds with the UK regulation regarding ‘who made the necessary arrangement’, it is also incompatible with the US and EU meaning of originality (reflecting the creator’s personality in the end product). On the other hand, not granting Copyright to programmers may disincentivise AI development, and programmers may also feel compelled to restrict how users can use programs\textsuperscript{58}. Conversely, it is argued that a designer could conceivably gain profit from both the computer program itself and from the computer-generated works; this would imply that deeming the AI’s creator to be the author would enable the programmer to ‘double-dip’ to an extent greater than he or she deserves.

2. Users

In a report by CONTU, it is stated that the authorship of work created by a computer should be attributed to the user\textsuperscript{59}. Considering that the user usually pays the programmer to buy (or secure a licence to use) the program and that the designer receives his reward related to this transfer of usage, it may be more equitable to give rights to the person who uses the program to bring about further advancement\textsuperscript{60}. However, it may be counterproductive for AI advancement to attribute authorship to users, as AI designers may limit users’ usage rights and provide them with more limited facilities to produce work under these circumstances; as a result, the progress of both AI and the outcomes it produces could be diminished. However, in addition to stimulating the generation of works, one of the main goals of a copyright regime is to enable these works to be disseminated among the public\textsuperscript{61}. Giving authorship rights to users produces the expectation that they will procure and run the program to generate new products. Users thus play a crucial role in the wealth of market output, as well as advertising the work of the programmer; thus, deeming them to be authors is compatible with the incentive theory. To define human authorship, it is essential to determine whose intellectual creation is predominant in the AI-generated work. The designer decides where


\textsuperscript{59} CONTU (n 18).

\textsuperscript{60} Samuelson (n 51).

\textsuperscript{61} \textit{Eldred v. Ashcroft}, 537 U.S. 186, 244 (2003).
and why to use AI, but final touches are put in place by the user. In terms of intellectual contribution, moreover, computer programs can be used in such ways that users’ contributions go beyond what the designer initially envisaged. Users can give the output characteristic features by taking advantage of usable open-source code written by the programmer, and thereby may be deemed the authorised person according to CDPA 9(3). In the Walt Disney case, the claimant designed a program called Mova, which enables forms of human faces to be instantaneously captured and made available as data. It was claimed by the programmer that, by using the program, filmmakers had replaced an actor’s face with another real or imaginary face in many films, and that because the designer created the program, they also had rights to the output. It did not seem reasonable to the court that the Mova program could produce such an output unless there was a significant user effect. The role the user plays in Mova does however differ from that in Torah Soft: the data put into the program to receive an outcome is a diversified video shoot targeting human faces in the former, and only a word in the latter. Due to a lack of proof that the data input by the user was insignificant, or that the computer program did ‘the lion’s share of the work’, it was decided by the court that the copyright could not expand to the output.

On the other hand, as CJEU pointed out when the direct link between the computer program and its output continues (such that the user cannot alter it via his contribution), this means there is no creativity added by the user.

3. Joint Authorship

In the process of creating output, using created algorithms is a key aspect as regards the algorithm itself. An interesting compromise could be to establish joint authorship, which may bring the designer and user together to solve the authorship problem. In the Article 2(2) of EU Software Directive, Article 4(3) of EU Database Directive, Article 1(2) of the EU Term Directive and Article 7 of the Berne Convention which all mentioned the term ‘joint
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works’ is not defined explicitly. Joint authorship is only possible in the following situations: if co-partners have the shared intention to be co-author, or if the work done by each partner could independently receive copyright protection. The challenges relating to the attribution of ownership and authorship for computer-generated products may lead judges to decide on joint authorship, as occurred in the UK Court of Appeals case of Martin v Kogan. Nevertheless, joint authorship does not seem appropriate, as the conditions of necessity are not met in the context of AI-generated works. First, although the designer’s contribution to the algorithm development process is copyrightable, this will mostly not be the case for user input; even if the code the programmer used to develop the AI is copyrightable, the contribution of the user to that development is not. Second, the intention requirement in both UK and US law will most likely not be met. Generally, these two parties are unaware of each other. When a user buys the computer program and begins to improve it, the programmer a) has already lost his connection to the process and b) has already been compensated. Moreover, distinguishing between the parties’ relative contributions might be difficult when considered in parallel with advancements in AI. Thus, the joint authorship regime is insufficiently effective to be considered a solution.

4. Public Domain

In the light of arguments that programmers create the possibility rather than the actuality of AI-generated works, and that the AI acts independently beyond the contribution of the user, it could be said that human authors are not eligible for authorship in the AI context. The US and EU laws state that a lack of human authors implies a lack of originality and thus impedes the copyright protection of the resulting work. When it is assumed that the machine-created end product is neither AI-authored (due to restrictions in the law) nor human-authored (due to a lack of human intellectual creation), one conclusion is that no authorship privilege applies; the argument that AI-generated works belong to the public is, therefore, defensible. Expanding the

public use of works is the main target of copyright law. Nevertheless, the public option may subvert the prevailing copyright approach in the US, i.e., the utilitarian approach, which defends inducins and protecting works as significant because incentivising authors to innovate further also benefits the public. Without the protection time enabled by the copyright regime, there would be no incentive for creators to develop AI and related businesses. As long as copyright is not allocated to owners, there will be a decrease in the number of innovative developments in AI-based products, and thus a commensurate decrease in the number of works in public use over the long term.

D. Ownership

1. Derivative Works

The derivative works approach may be one way to allocate copyright ownership. Derivative works comprise works that already exist, those reproduced, re-formed, and transfigured from prior ones. According to art. 2/3 of the Berne Convention ‘translations, adaptations, arrangements of music and other alterations of a literary or artistic work shall be protected as original works without prejudice to the copyright in the original work’. By contrast, UK courts have stated that derivative works are copyrightable even where they violate the copyright of original works. As CONTU noted, it is not possible to make a similar assessment in the context of computer-generated products, as the output of the latter does not include code from the former. Bridy further argues that to deem computer-generated works as derivative works, the scope of the definition would need to be broadened to cover works not originating from the existing works. However, such an expansion could be both useless in practice and destructive to existing rules. Removing the requirement of originating from a root over the definition may cause difficulties in limitation, increases in infringement action, and decreases in creativity. Moreover, the owner of the original code does not immediately
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become the owner of any reproduced code, as the provision pertains to the reproduced code’s author; thus, the ownership complication cannot be solved by accepting the derivative work argument. Some may argue that the algorithm coded by the programmer is a source of the AI-generated output, such that, without the essential code, the derived output would not exist. However, when considering the autonomous feature of the AI machine, the link between programmer and output would be lost. It is therefore not possible to allocate authorship to the programmer via derivation. Use of the derivative work principle would make machine authorship the only possible conclusion, which does not make sense due to the machine’s lack of legal personality.

2. Work Made for Hire

The ‘work made for hire’ doctrine dictates that the employer is deemed the author even though the employee did the actual work. According to the US Copyright Office, such an employed could be a legal person or company. This doctrine presents a new framework that expands the comprehensiveness of copyrightability. Unlike the derivative work approach, Bridy argues that this approach prevents the allocation of rights to machines by presenting a method for attributing ownership to a legal entity that did not create the work, which is more sensible in the context of AI authorship. As a similar approach, the UK is an example of a jurisdiction that accepts non-human authorship regarding copyright protection to protect AI-generated works. In terms of computer-generated work, ‘work made for hire’ would propose that the programmer rather than end-user be considered the author. This doctrine may therefore prevent legal and practical issues such as public domain risks that may arise from AI authorship. Furthermore, although Bracha argued that ‘work made for hire’ contravenes the Berne Convention’s fundamental ground of romantic authorship, which targets an author who performs the inspirational action, ‘work made for hire’ targets only the action itself. This type of
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attitude may encourage companies to continue developing AI technology and make them comfortable about bearing the costs. However, while this doctrine proposes some solutions for current problems, it also poses some new problems. First, ‘work made for hire’ may be impossible to apply to AI-generated products under US law. The Supreme Court has laid down criteria in common law that govern the definition of an employee: these consist of the tax responsibility of the hired party; specifications regarding the scope of work area and workload, forms of payment and insurance details\(^\text{84}\). These requirements make it impossible for an AI to be deemed an employee, as an AI has no legal rights to speak for itself or establish a business relationship. In addition, as it attributes ownership to the programmer, this doctrine is also affected by the issues associated with programmer authorship. Moreover, as in the case of user ownership, allocating ownership to the AI itself may preclude designers from obtaining rewards and thus deter investment in the AI sector. To extend the information mentioned above, the patent protection regulated under the different jurisdictions’ patent laws -the US, the UK, and the EU- is reviewed to examine the human inventors’ ownership and decide whether the invention is patentable or worth patenting.

### III. PATENT

#### A. In General: Patent Protection of Artificial Intelligence Inventions

From most perspectives, AI threatens the fundamentals of the patent system in a very complex way. Since it is likely to be increasingly relevant soon, the necessity of comprehensively recognising AI activities under a legal framework is also increasing. The patentability of AI-generated inventions must be evaluated with respect to the patent regime’s mission and motivation. The approaches related to the patentability of AI differ across the globe. To decide whether an invention generated by an AI-run algorithm should be patentable, one should first assess whether the software is patentable; if the software is not deemed to fall within the excluded field in particular cases, the decision regarding the AI-generated invention will be similar\(^\text{85}\).

---


1. Patentability and Authorship under the United States Patent Law

The patentable subject matter has been limited by aspects of the U.S. Codes such as ‘new and useful process, machine, manufacture, or composition of matter, or any new and useful improvement thereof’[^86^]. There is no exclusion field regarding the patentable subject matter: unlike EU and UK law, ‘anything under the sun that is made by man is patentable’ in US law. In practice, the Supreme Court decided that ‘the laws of nature, physical phenomena, and abstract ideas’ are not patentable[^87^]. The most faced problem when granting patents to software is them being perceived as abstract ideas[^88^]. In 2014, despite the growing number of patent applications, the implementation of the patent regime became more problematic for AI following the Alice decision[^89^]. In the case in question, the computational algorithms (which decreased the risk of interchange for financial operations between parties) were offered the chance to participate as agents to smoothen the interactions between parties. The Supreme Court noted that financial operations did not count as improving the technical effects of a particular area; it was thus an abstract idea, which is excluded from patentable subject matter, and the ordinary operation of computers does not make unpatentable subject matter patentable[^90^]. The Supreme Court’s decision regarding whether AI-generated works are patentable was based on the following two conditions: first, is the work directed towards patentable subject matter, or is it an abstract idea? Second, are these features of the work sufficient, in terms of the inventive step, to convert the subject matter from not patentable to patentable[^91^]? It seems that the ‘abstract idea’ concept was broadened with this decision and increased the vagueness regarding how software-implemented inventions could fall under patentable subject matter. It is possible to identify the key points of the assessment in the subsequent decisions. The meaning of ‘abstract idea’ was explained by Judge Hughes in the Enfish Court as follows: if the invention poses a solution to a particular problem, rather than being general, it can be deemed to fall under patentable subject matter[^92^]. Moreover,

[^90^]: Ibid.
[^91^]: Ibid, 2357.
[^92^]: *Enfish, LLC v. Microsoft Corp.*, 822 F.3d 1327, 1330 (Fed. Cir. 2106).
in the Bandai Namco Games case, it was held that an algorithm that generated profiles among intended expressions on 3D-animated faces was not abstract, because it improved functionality and was thus patentable\(^9\). Moreover, in the Bascom case, it was clarified that if the invention was made of prior works in the area in question, it is abstract\(^9\). Thus, Bascom fell short, while Bandai and Enfish passed the first Alice step test. The second step concerned whether the invention was sufficiently inventive to convert the subject matter from unpatentable to patentable\(^9\). Even if the components of the program were recognisable as being part of existing works, conventional components used in an unconventional way may clear the inventive step. Similarly, in the Bascom case, although the subject matter was held to be patent ineligible, the court decided that the method used to filter the content passed the second step\(^9\). No matter how patentable the subject matter is decided to be, it is also important to assess whether it stimulates innovation. While there are arguments to assert that patenting AI outcomes would increase innovation and investment, some scholars have argued that the scope of patentability must be restricted to prevent the stifling of inadequate ordinary innovation. When UK, EU and USA laws are compared, it could be concluded that software can obtain a patent regarding the work as considered in total, as well as its distinguished worthiness and technical features.

2. Patentability and Authorship under the United Kingdom Patent Law

To obtain patent protection, according to the UK Patent Act, inventions must be inventive, novel and industrially applicable\(^9\). In addition to this, UK Patent Act 1(2) has rendered a list of inventions excluded from patentability: these include mathematical methods, computer programs and methods related to mental acts\(^9\). It could be assumed that software falls under this category. However, the exact declaration made in the list is that inventions at a degree ‘as such’ are not patentable; the meaning of ‘as such’ is also not clearly
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\(^9\) McRO, Inc. v. Bandai Namco Games Am. Inc., 837 F.3d 1299, 1314 (Fed. Cir. 2016)
\(^9\) Bascom Glob. Internet Servs. v. AT&T Mobility LLC, 827 F.3d 1341, 1349 (Fed. Cir.2016).
\(^9\) Alice (n 112) 2350.
\(^9\) Bascom (n 117).
\(^9\) Ibid s 1(2).
defined in the legislation. Prior to the Aerotel decision\(^{99}\), when defining technical character, the ‘any hardware approach’ of EPO has been pursued by UK courts. Subsequently, Jacob LJ conjured up a technical assessment test in Aerotel to specify whether an invention is patentable\(^{100}\). Regarding this test, if the invention makes a technical contribution in total, and if this does not just fall under the excluded subject matter, it may be patentable. Determining the difference between the two inventions put forward in the Aerotel case is helpful for clarifying the implementation. It was decided that the ‘special’ telephone exchange—a unique system for making calls with credit codes and phone numbers—surpassed the limits of algorithms and business methods and was thus esteemed in a patentable context; by contrast, the ‘automated’ computer program, which generated documents for incorporation in a way that did not require consulting lawyers was esteemed as a business method ‘as such’ and thus not deemed patentable subject matter\(^{101}\). In short, the first case was not in the excluded field, while the latter was. Although, at first, it was held that any technical contribution that provides a solution to a technical problem cannot be excluded from patentable subject matter\(^{102}\), the means of assessing ‘technical contribution’ changed over time\(^{103}\). The UK courts found that technical AI implementations of technical problems are patentable, especially if the AI can penetrate operations beyond the computer by using the computer as a means, with a focus on mission differing from the excluded subject matter\(^{104}\). The current approach is that mere technical contribution is insufficient: the patentable subject matter must be out of the excluded field. As another requirement, to pass the inventive step, the invention must be non-obvious to PHOSITA\(^{105}\). If it is assumed that mathematical methods or software codes producing computer programs or new methods have similar data features, the outputs will not be deemed inventive. However, it could be considered that if the derived codes were able to enforce different technical contributions to the technical problem compared to the ancestor codes, this

\(^{99}\) Aerotel v Telco Holdings; Re Macrossan’s Application [2006] EWCA Civ 1371.
\(^{100}\) Aerotel v Telco Holdings [2007] 1 ALL ER 225, [27-29]
\(^{101}\) Ibid.
\(^{103}\) AT&T Knowledge Ventures; Re CVON Innovations [2009] EWHC 343 (Pat).
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would be deemed inventive. If the AI has the randomness feature, the inventions produced will be new\textsuperscript{106}. When the computational force of AI is considered, it is necessary to reinterpret the type of assessment applied to the inventive step. When the effective contribution of AI is considered, the inventiveness standard for inventors is significantly increased, as can be seen from the debates over evaluating the technical character of the methods pertaining to the patentable subject matter. Nevertheless, along with this increase, it is essential to raise the level of PHOSITA, as well to balance the quality of patents and stimulate inventiveness. Although this may pose difficulties in the context of sole human inventors, every possible means can be used to fulfil the aim of “inventive step”\textsuperscript{107}.

3. Patentability and Authorship under the European Union Patent Regulations

The fundamental patentability requirements in EPC are newness, inventiveness, and industrial applicability, while excluded fields are scientific theories, discoveries, mathematical methods, and computer programs\textsuperscript{108}. It could therefore be assumed that software falls into the latter category. However, the third paragraph of Art.52 points out that ‘computer programs as such’ are not patentable, although the meaning of ‘as such’ is not clearly defined in the legislation\textsuperscript{109}. The EPO interpreted ‘as such’ to refer to abstract inventions and thus ruled that computer programs with a technical character are not excluded\textsuperscript{110}. Nevertheless, the approach of EU law to AI-based inventions has evolved over time. At first, the Board of Appeal applied the technical contribution standard to assess whether AI is patentable\textsuperscript{111}. This does not focus on the essence of the invention, but rather on what the invention does. It has been asserted by the Boards of Appeal that if the work can be


\textsuperscript{108} EPC, Art.52(1)

\textsuperscript{109} Ibid (3).

\textsuperscript{110} IBM/Computer Programs, T1173/97 [2000] EPOR 219, 226.

deemed technical in total while involving both non-technical and technical functions, it could be evaluated as patentable\textsuperscript{112}. The underlying rationale of this approach is an attempt to protect every useful invention that becomes physically usable so that in terms of the claim, there is no difference between the method enabling a machine to operate and the machine itself\textsuperscript{113}. However, this approach has been criticised at length because there is no reference provided for assessing the differences between the invention and prior works, while the lines between inventiveness, newness and subject matter eligibility have also become blurred. On the other hand, in the Pension benefits case\textsuperscript{114}, the EPO transformed its attitude from the contribution approach to any hardware approach, aiming to classify the subject matter rather than its contribution to prior works. Any hardware approach defines technicality as involving technical means, regardless of the evaluation of ‘inventive step’ or ‘novelty’. If the subject matter is included in or includes technical means, it will not be assumed to fall within an excluded field, even if it is used in these fields. Moreover, it was also stated in another case that it is not important whether the program in question is standalone code or contained within a physical device\textsuperscript{115}. In the Pension case, due to the impossibility of the carrier falling under the category of excluded subject matter, a method that runs in a carrier (even if it operates in the business field) was deemed to be an invention, as it has physical effects and therefore a technical character\textsuperscript{116}. Any hardware approach can be criticised for broadening the scope of the subject matter, which raises the possibility that a particular technical characteristic related to invention will go unnoticed, making Art.52 useless\textsuperscript{117}. Notably, the claim in the Microsoft case\textsuperscript{118} concerned a computer program written in a machine-readable medium (regarding the way in which words were transferred among formats). Due to the alteration in approach, it was decided that in contrast to


\textsuperscript{113} Ibid 5.3.

\textsuperscript{114} Pension Benefit Systems Partnership, T931/95 (2001) OJEPO 441, 449. (TBA).


\textsuperscript{116} Pension (n 90).


\textsuperscript{118} Microsoft/Clipboard Formats I T0424/03 (23 Feb 2006), para 5.1.
the IBM case, owing to the allocated technical feature involving a machine-readable medium, improving the features of this medium via computer program constituted a further technical effect. As explained by MS Brimelow, the different paths of claims may be assessed differently: claiming only as a computer program will not pass the assessment, while a computer-executed algorithm might qualify. Defining a field of inventions as excluded from patentability may potentially pose problems as technology develops. This has occurred in the case of computer programs due to the evolution of AI. Attempting to categorise and determine whether a specific innovation is technical in the context of software and autonomous machines is problematic, as was highlighted by the British Comptroller of Patents. The EPO implements a problem-solving method to assess the inventive step according to 42(1)(c) of EPC. Although normally distinct from each other, the EPO correlates subject matter eligibility with the inventive step; this is due to the technical requirement of the ‘invention’ and the need to assess the prior works related to it. To be inventive, an invention should not be obviously related to prior works for the person having ordinary skills in the art (PHOSITA) and should also solve the technical problem in the prior work. When assessing prior work, the EPO further stated that such assessment should be focused on the area of the problem, rather than the solution, if these two differ. Economic and time-saving contributions are not assessed in terms of the solution. In practice, the patentability averages of an invention under both the UKIPO (UK Intellectual Property Office) and EPO are similar; this is because, while EPO might deny a specific claim related to a solution for a technical problem in connection with non-obviousness, UK courts might deny the same based on subject matter eligibility.

4. Artificial Intelligence as a Phosita

In all assessed jurisdictions, AI-invented products are patent-eligible in terms of subject matter. In addition, the invention must be new to a ‘person skilled in the prior art’ to obtain patent protection. For now, to some extent,
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humans can understand the working type of AI, while some of its inventions surpass the inventive step requirements (even for PHOSITAs)\textsuperscript{122}. However, it is ambiguous how human PHOSITA will be enforced as AI becomes more inventive and complex. In order to keep up with the development of AI, some requirements may have to change, possibly even including the human PHOSITA himself\textsuperscript{123}. Considering this, it was held in the Graham case that obviousness should be adaptable and assessed according to the conditions of the situation\textsuperscript{124}. It may be argued that an AI PHOSITA will be an appropriate approach in future, as it will dissolve the discussions related to analogous areas for use in defining the scope of the existing art simply by having knowledge in all areas. It could further be said that the increasing effectiveness of AI in the inventing process should lead US the patent system to consider AI PHOSITAs, as the Supreme Court has held that the inventive step should be determined by considering the level of technological advancement\textsuperscript{125}. However, in the case of updating the PHOSITA to the level of AI, the inventiveness threshold would certainly increase, along with an enlargement of the scope of prior art. Therefore, humans unable to use AI will fall behind in achieving non-obviousness\textsuperscript{126}.

B. Inventorship

Output autonomously generated by ‘creativity machine’ was patented on behalf of Abbott. Abbott highlighted that due to the risk of encountering the hazard of patent forfeit because of uncertainty in the legal system, applicants are beginning to conceal the identity of the actual inventor\textsuperscript{127}. Contemporary judicial systems require a legal person to be an inventor; however, given the appearance of fully autonomous AI machines, the difficulty of distinguishing between human and AI contributions will increase in parallel with the

\begin{itemize}
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  \item \textsuperscript{127} Abbott (n 23) 1097.
\end{itemize}
contribution made to the inventive step by artificial intelligence. It is thus critical to determine who will be designated the inventor of autonomously generated works. Patent infringement issues could potentially arise if the inventorship of AI-generated inventions is incorrectly ascribed. There are three possible options that might result: a computer being considered a legal person, a human who is not the author being assigned authorship, or a public domain option.

1. Artificial Intelligence Inventorship

Every legal person can be considered an inventor under Art 58 of EPC. In addition, under EPC, the forms and instructions applicants must fill out and follow during the patenting process all imply that the inventor is envisaged as a human being. Nevertheless, it is possible to bring an application procedure to the last step without identifying the inventor. Accordingly, some have argued that these guidelines leave the door open to AI inventorship. On the other hand, in the UK, the inventor is required to be a person, and an AI cannot be deemed as a person under the law. The term ‘actual designer’ in Section 7 (3) has been interpreted by UK courts as a requirement of inventive conception being derived from a natural person. Similarly, the US Supreme Court remarked that ‘anything under the sun that is made by man’ is patentable, which clearly indicates that an inventor must be human; neither machines nor companies can be deemed inventors under the US patent system. The Federal Circuit further stated, by referring to the ‘formation in the mind’ requirement of invention under USPA, that an inventor could only

128 Ibid 1089.
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be a human being\textsuperscript{135}. Both the being-human and mentality requirements complicate the question of AI inventorship. Although courts in all jurisdictions discuss inventiveness as a mental act, their Patent Acts contain no such requirement\textsuperscript{136}. Regarding computers, some have argued that the extension of legal personhood to companies may constitute precedent, as both lack emotions, intention, and consciousness; however, computers may act autonomously, while companies depend entirely on human action\textsuperscript{137}. Abbott further argues that ‘conception’ should not be a reference point for inventorship, as the courts interpret the term to address the actual time of production\textsuperscript{138}. Patent law must be interpreted broadly in line with the Congress’ approach\textsuperscript{139}. In terms of the basic theories underlying the patent regime, none of the theories apart from the utilitarian one can be applied in favour of an AI due to its lack of personality and ability to own property. The main goal of utilitarian theory in the patent system is to incentivise R&D in specific areas by giving rights to inventors; however, it has been hotly contested that AI inventorship is not compatible with the underlying principles due to the lack of incentives\textsuperscript{140}. By contrast, Abbott argues that recognising an AI as an inventor and patenting the works it has generated could be compatible with the existing patents system; setting aside the fact that incentivisation does not make sense for AI, this approach benefits programmers and accelerates further development\textsuperscript{141}. Designers may select other IP rights if it is not possible to obtain patents for AI-generated inventions, which may cause delays in the spread of AI work through the public domain, and thus further development in the sector.

\textsuperscript{135} University of Utah v. Max-Planck-Gesellschaft Zur Forderung Der Wissenschaften EV, 734 F.3d 1315, 1323 (Fed. Cir. 2013).
\textsuperscript{138} Abbott (n 23) 1108.
\textsuperscript{139} Diamond (n 110) 317.
2. Human Inventorship

Deeming the programmer to be the inventor would be a logical way of incentivising public usage. Programmers, by retaining ownership, generally open the usage of programs to the public. When a machine produces new inventions with contributions from the user, however, a conflict between user and programmer may arise. While it could be argued that programmers are most likely to be the inventor, it is also clear that if the outcome is produced autonomously by an AI, or the last touch is applied by the user, the ultimate outcome could not have been predicted by the programmer. If the human inventor of the AI lacks the capacity to precisely predict the AI’s capabilities and the outcomes it might have produced, assigning inventorship of the AI’s new invention to the same person would be both meaningless and too much reward\(^{142}\). Nevertheless, in the event that regulations support users being assigned inventorship, programmers might restrict how their program can be used, which will cause a slowdown in AI development. Another option could involve the human or corporate entities who own the AI being deemed inventors. This option would also help to prevent legal liability concerns\(^{143}\). However, denying the AI inventorship by instead rewarding someone who did not contribute to the development of the mental concept related to the invention is a contradictory approach. Thus, if it is not possible to deem a natural person, a legal person, or an AI to be the inventor, this can only mean that there is no legal inventor.

3. Public Domain

If no human is entitled to the title of the inventor because no human has made the necessary contribution, and if an AI’s inventorship cannot be approved due to its lack of legal personality, the only remaining option is to make the invention public domain. However, as stated in the copyright section, the public domain approach would highly dis incentivise the programmers and developers of the AI technology and thus prevent further development\(^{144}\).

\(^{142}\) Abbott (n 23) 1095.
\(^{143}\) Fraser (n 83) 331.
\(^{144}\) Ibid.
C. Ownership

Assigning ownership of AI-generated inventions to the AI itself may be a plausible option, both because the AI is the source of the labour and because it would incentivise AI innovation. Ownership is inherently attached to the inventorship unless otherwise agreed upon. If an AI was permitted to be deemed an inventor, it could also be the owner. However, this is not possible according to the current laws of the various jurisdictions because an AI is not recognised as a legal person. If an AI cannot be an owner, then ownership may be allocated in different ways to protect the AI-generated invention and incentivise innovation. One option may be to take regulatory steps, such as allocating ownership of AI-generated inventions to legal entities or natural persons. The owner of the AI seems to be the best candidate for becoming the owner of AI-generated inventions; moreover, this proposal also solves the legal representation obstacle of AI. The EPO announced in a draft that shifting the ownership perception from the inventor to a corporate entity system may be discussed. However, transferring the rights emerging from AI to legal persons does not seem logical: first, because an AI does not have legal rights to transfer, and second, because making this possible would transform the copyright ‘work made for hire’ approach into a patent system, despite the two being different areas.

IV. THE DABUS CASE

AI inventorship was claimed in UKIPO, EPO and USPTO with the DABUS case. The applicant contended that, due to being the owner of the machine, the ownership rights should be granted to him. In the UK, the patent officer stated that although it was clear that the AI had generated the inventions, it could not be deemed an inventor because it lacked legal personhood. Moreover, due to said lack of legal personhood, in addition to
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not being able to be an inventor, the AI also could not be accepted as a rights
holder (even to immediately reassign such rights). The AI inventorship
claim of DABUS in the EPO was rejected on the similar ground that only
natural persons could be inventors in the sense stipulated by Art.19 and Art.81
of EPC under EU law.

Regarding their regulations, both UKIPO and EPO have stated that only
a named person can be an inventor. Similarly, USPTO decided that DABUS
could not be deemed an inventor, due to its approach that only natural persons
could provide the required ‘conception’. Moreover, the US copyright
system does not recognise AI-generated outcomes that lack human
intervention, while the patent system has shed light on this approach through
the Dabus decision. The claimants asserted that both UKIPO and EPO
recognised that the outcome was generated by DABUS (by concluding that it
cannot be an investor in the legal sense); however, in the US, which differs
from the EU and UK legal context, it is not possible to nominate an AI as an
inventor in a patent application. To ensure better protection for AI-generated
works, the unity of approaches and the predictability of the patent process
must be consolidated by legal regulations.

V. CONCLUSION

In conclusion, although some scholars have argued that the current IP
regime is sufficient to deal with AI development and autonomously generated
products and that any amendment in favour of AI regarding
inventorship/authorship may endanger the grounds of the IP regime, the
accelerating technological developments in the field of AI creates vagueness
regarding how IP protection should be enforced. In terms of copyright
protection, AI-generated works are copyrightable in all jurisdictions
mentioned above through the allocation of human authorship. However, the
UK approach seems to overcome the issue of the connection between AI-
generated works and human authorship allocation to some degree by officially
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accepting the existence of computer-generated works; this contrasts with the efforts of the US and EU, which will be incompatible with possible autonomous AIs in the future. Nevertheless, the authorship issue about autonomously produced works cannot seem to be solved comprehensively by AI authorship. This is due in part to the impediments of existing laws in these jurisdictions, such as the inability to assign an AI legal personhood; moreover, the problem also cannot be resolved by assigning human authorship (which would be given to either the user or programmer) because humans are behind the AI in terms of their ability to assess inventions. Even though derivative work and made-for-hire approaches have breathed some new life into the ownership approach, it is impossible to defend them within the legal structure. Furthermore, without protection, the possibility that AI-generated works will fall into the public domain suggests the need for change, as this would be contrary to the basic principles of the copyright system. In terms of patent protection, while the EU, UK and US approach to AI-generated works have changed over time, all these approaches have certain deficiencies. Furthermore, all jurisdictions’ inventive step assessment approaches have become either intertwined with or more critical than the eligibility of the subject matter due to the capacity of AI-generated inventions to meet subject matter requirements. Although there are patented inventions that AI has generated, a current assessment of the inventive step in the hands of humans does not seem appropriate when considering the advancements AI is capable of; likewise, the solution is often referred to as ‘AI Phosita’ may adversely affect human inventors. Without a balance with patent law by addressing the current practice, the increasing number of AI-generated inventions may decrease the quality and inventiveness. This is because implementing the vital protections provided for human-made stories to AI-generated inventions would reduce rewards due to the ease of achievement. Shortening the length of patent protection or raising the level of the inventive step may be the solution. The lack of legal personhood prevents AI from being described as an inventor in the named jurisdictions and assigning its ownership rights to someone else to constitute human ownership, as seen in the Dabus case. However, to allocate human inventorship (whether of user or programmer) to autonomous inventions, or to allow such works to enter the public domain, would contradict the goal of the patent law system (i.e., to incentivize innovation); Therefore, investigating solutions to deal with AI development by improving current IP systems is crucial.
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