
 

 
NÖHÜ Müh. Bilim. Derg. / NOHU J. Eng. Sci., 2022; 11(3), 513-521 

 Niğde Ömer Halisdemir Üniversitesi Mühendislik Bilimleri Dergisi 

Niğde Ömer Halisdemir University Journal of Engineering Sciences 

Araştırma makalesi / Research article 

www.dergipark.org.tr/tr/pub/ngumuh / www.dergipark.org.tr/en/pub/ngumuh 

 

 

 

* Sorumlu yazar / Corresponding author, e-posta / e-mail: fakar@erzincan.edu.tr (F. Akar) 

Geliş / Recieved:  18.02.2022   Kabul / Accepted: 17.06.2022    Yayımlanma / Published: 18.07.2022 
doi: 10.28948/ngmuh.1075784 

 

513 

SURF ve MSER kombinasyonu ile kopya taşı sahteciliği algılama  

Copy move forgery detection with SURF and MSER combination 
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Abstract  Öz 

Because digital images may contain a variety of data, they 

are regarded as an important source for information 

sharing. Also, images are widely used as evidence in a 

variety of real-life cases. The rapid rise in popularity of 

digital photographs is due to the improvement of 

technologies. Several software programs have been 

developed in recent years to modify digital images, such as 

Photoshop and Corel Photo, however these programs are 

now being used extensively for forgery. Because of 

technological advancements, it is difficult for people to 

recognize faked images with their naked eyes Therefore, in 

this study, the features used in forgery detection problems 

are combined to ensure accurate labeling of even forgery 

images that are difficult to detect. Stronger feature is 

obtained by combining Speeded-Up Robust Features 

(SURF) and Maximally Stable Extremal Regions (MSER). 

Considering the experimental results; it has been observed 

that the use of the proposed method, which is obtained as a 

result of combining the two methods in copy-move forgery 

detection problems, is more successful than using the 

SURF and MSER features separately. 

 Sayısal görüntüler çeşitli veriler içerebildiğinden bilgi 

paylaşımı için önemli bir kaynak olarak kabul edilmektedir. 

Ayrıca, görüntüler gerçek hayatta birçok vakada kanıt 

olarak yaygın olarak kullanılmaktadır. Dijital fotoğrafların 

popülaritesindeki hızlı artış, teknolojilerin gelişmesinden 

kaynaklanmaktadır. Dijital görüntüleri değiştirmek için 

Photoshop ve Corel Photo gibi son yıllarda çeşitli yazılım 

programları geliştirilmiştir, bu programlar sahtecilik için de 

yaygın olarak kullanılmaktadır. Teknolojik gelişmeler 

nedeniyle, insanların sahte görüntüleri çıplak gözle 

tanıması zordur. Bu nedenle, bu çalışmada, tespit edilmesi 

zor olan sahte görüntülerin doğru etiketlenmesini sağlamak 

için sahtecilik tespit problemlerinde sık kullanılan 

öznitelikler birleştirilmiştir. Hızlandırılmış Sağlam 

Öznitelikler (SURF) ve Maksimum Kararlı Ekstremal 

Bölgeler (MSER) birleştirilerek daha güçlü öznitelik elde 

edilmiştir. Deneysel sonuçlara bakıldığında; kopyala-taşı 

sahtecilik tespit problemlerinde iki yöntemin birleştirmesi 

sonucu elde edilen önerilen yöntemin kullanılmasının 

SURF ve MSER özniteliklerinin ayrı ayrı kullanılması 

durumuna göre daha başarılı olduğu gözlemlenmiştir. 

Keywords: Copy-move forgery detection, SURF, MSER, 

Image forensics 

 Anahtar kelimeler: Kopyala-taşı Sahtecilik tespiti, SURF, 

MSER, Görüntü sahteciliği 

1 Introduction 

Technological developments and the increase in digital 

image editing tools in recent years have resulted in more 

frequent use of digital images in various fields. As a result of 

these developments, forgery operations on images have also 

become easier. This situation increases the number of 

manipulated images day by day and focuses researchers on 

the detection of image forgery [1]. Image forgery causes 

numerous problems in many areas such as military 

investigations, medical research, and forensic and judicial 

processes. For this reason, the verification of digital images 

and the detection of image forgery are of great importance in 

many areas. 

Image forgery is the deliberate falsification of an image 

to change the information it carries off. The trick may be to 

add, remove, or change any of the image properties or 

content without leaving any hint as to the applied change. 

Falsification of images has become easier and more difficult 

to detect with so many free image editing tools and software 

available. So, this causes less confidence in the reality and 

completeness of the image. Therefore, the need for robust 

algorithms for automatic forgery detection is increasing day 

by day and this is one of the important investigative problems 

in image processing [2]. In addition to forgery detection, 

some precautions can also be taken, such as picture 

encryption, which prevents forgery in pictures [3]. 

2 Related work 

There are two kinds of techniques as active technique and 

passive technique in digital image forgery detection (Figure 

1). In active techniques involving digital signature and 

watermarking, some information is embedded in the image 

during creation or before publication [4], [5]. However, the 

scope of this technique is limited due to the deficiency of 

information about the watermark in most cases. In addition, 

active techniques have some constraints as they need 

specially equipped cameras or human intervention [5], [6]. 

Passive techniques have been proposed to overcome this 

problem. The blind or passive forgery detection technique 

uses the image only to determine its reality or completeness, 

without the watermark or signature of the original image 

from the sender. This technique accepts that even though 

https://orcid.org/0000-0002-3877-6782
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digital forgeries may leave no visual traces of having been 

tampered with image, they may probably extremely disrupt 

the basic statistics feature or image consistency of a natural 

image. Thus, it presents new artifacts outcoming in different 

forms of mismatches. These mismatches can be used to 

detect the forgery. Because of it does not require any prior 

information about image, passive technique is popular. 

Using localization of tampered region, current techniques, 

define diverse traces of tampering and detect them one by 

one [7-9]. 

The most widespread types of image forgery are copy-

move forgery, also called cloning, and splicing. A part of an 

image is copied then pasted into another part of the same 

image in copy-move forgery. The primary purpose of this 

forgery category is to secrete unwanted objects, copy some 

parts of the image or increase the visual effect of the image. 

Copied areas can be of any dimension and form and can be 

pasted several times in varied locations within the same 

image [9]. As seen Figure 1, copy-move forgery detection 

(CMFD) can be done by both methods as block-based and 

key-based. The purpose of block-based methods is 

separating the image into overlapping/nonoverlapping 

blocks then calculating feature vector for each block. After 

that alike feature vectors are defined and for finding forged 

regions they are matched. In key-point based methods, image 

is screened for key-points and feature vector is computed for 

each key-points. In this method, feature vectors are matched 

to discover repeated regions and the image is not sub-divided 

into blocks [10, 11]. Usually, image segments are chosen for 

this purpose, which easily merge with the background so that 

they do not leave any questionable artifacts in the 

manipulated areas. The fact that the source and target images 

are the same, will cause the features of the fake regions such 

as texture, color palette, noise, dynamic range to be harmony 

with the rest of that image, thus making forgery detection 

difficult [12] 

 

 

Figure 1. Classification of CMFD methods [13, 14] 

 

First step of CMFD methods is pre-processing (Figure 2). 

Many methods have been used in the literature for this 

purpose, as examples: 

 Choosing dyadic wavelet transform (DyWT) or Wiener 

filter for noise elimination, 

 Transforming RGB color space into YCrCb color space, 

grayscale space, HSV space or color local binary pattern 

(LBP),  

 Appling Gaussian pyramid or discrete wavelet transform 

(DWT) decomposition for size reduction of the image 

[13]. 

The key-point approach for feature extraction is most 

suitable due to their low computation time and well 

performance. The other benefit of this method is that key-

points are very precision to recurrent image content and low-

contrast regions [15]. For this reason, the key-point based 

MSER method was used in this study. 

Second step is feature extraction process for CMFD. Fourier-

Mellin transform, discrete cosine transform (DCT), polar 

harmonic transform (PHT), 2D-Fourier transform, LBP, 

singular value decomposition (SVD), Hu moment, Zernike 

moment, speeded up robust features (SURF), scale-invariant 

feature transform (SIFT), maximal stable extremal region 

(MSER), Harris corner features, FAST, ORB, BRISK and 

DAISY were used in literature [13]. 

Third step, feature matching, is the operation of detecting 

alike feature vectors. Euclidean distance and Manhattan 

distance are among the methods for finding similarity 

between feature vectors. The last steps are localization and 

post-processing. For correcting the detection regions some 

methods used such as filtering, morphologic operations or 

random sample consensus (RANSAC) algorithm [16]. 

In general, there are three classes of feature detectors such as 

affine invariant, single-scale or multi-scale detectors. Single-

scale detectors are invariant for image transformations 

(translation, rotation, noise addition, illumination changes, 

etc.). But they fall short of the scaling issue. If there are two 

images that same scene with a scale modify, it is desired to 

define whether the same points of interest can be specified. 

That's why, it is essential to construct multi-scale detectors 

that can reliably extract distinguished features in case of 

scale changes. Single and multi-scale detectors partially 

address the difficult affine invariance problem. Therefore, 

affine invariant detectors can be used, which is a robust 

detector against perspective transformations. It can also be 

said that an affine invariant detector is a generalized model 

of a scale invariant detector [17]. 

Examples of single-scale detectors could be Harris, 

Moravec's, FAST, SUSAN, Hessian detector. As an example 

of multi-scale detectors; Hessian-Laplace, Harris-Laplace, 

Difference of Gaussian (DoG), Laplacian of Gaussian 

(LoG), and Gabor wavelet detector can be given. And finally 

examples of affine detectors could be Hessian-Affine, 

Harris-Affine, EBR (edge-based region), IBR (intensity 

extrema-based region), MSER [18]. 

In the literature, for each color channel in color images and 

descriptors for which invariants can be calculated across 

channels have been shown to be more successful than gray 

level descriptors [19, 20].   

The ORB algorithm utilizes the advanced FAST 

algorithm to define feature points. If a pixel is significantly 

dissimilar from the neighborhood pixels this method claims 
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that it is more probably to be a corner point. First it extracts 

the Oriented FAST feature points, then applies the improved 

BRIEF algorithm to compute the descriptors for every 

point [21]. 

SIFT and SURF are shape matching based methods, 

while MSER is based on region analysis. In SURF and SIFT 

methods, feature vectors are extracted by focusing on 

prominent regions in the image. The MSER algorithm finds 

related ellipses in the image. Each MSER consists of ellipses 

defined as composite points around specified pixels [22]–

[25]. SIFT and SURF methods have been extensive used in 

literature, but the number of studies with MSER is not too 

much. 

In the literature, some studies have been done with the 

use of SURF and MSER features [26]–[28]. The authors in 

[26], [27] separate the input images into blocks, then 

implement CMFD using SURF or MSER features on the 

blocks that are related to each other. The authors in [28] 

firstly divide images to nonoverlapping blocks. After the 

key-points were detected using MSER, they extracted SURF 

descriptor at these MSER key-point locations and used them 

in the matching step. The proposed method is different from 

early studies in that it is not block-based and uses a 

combination of SURF and MSER features. 

3 Material and method  

3.1 Proposed method 

In pre-processing step, the image is converted to gray 

level. The SURF and MSER features are extracted from the 

gray level image separately and then these features are 

combined to have stronger feature in feature extraction step. 

The combination of features has been used in various fields 

in the literature [29], [30] and it has been observed that the 

rate of true positive rate is higher, and the rate of false 

positive rate is less than the applications performed with this 

combined feature compared to the applications performed 

with the use of these features separately. Therefore, the 

combination features are used in the proposed method. Thus, 

it is ensured that images that are fake but not labeled as fake 

are detected correctly.  Flowchart of the proposed method is 

given in Figure 3. 

The suggested CMF identification technique used a key-

point based technique, which is thought being more reliable 

and quicker than block-based CMF recognition approaches. 

After transforming the original tampering image to gray 

level, SURF and MSER descriptors are combined in the 

feature extraction step of the suggested CMF detecting 

approach. 

SURF and MSER were combined for efficient and 

effective feature use in the matching step, so that the 

proposed CMFD approach was able to correctly label even 

the attacked images. 

The algorithms used in the proposed method are detailed 

below. 

3.1.1 Extracting MSER (Maximally stable extremal 

regions) key-points: 

MSER is the dependent ingredient of a properly 

thresholded image. The notion of Maximally Stable 

Extremal Regions is suggested by Matas et al, in 2004. 

MSERs indicate a set of prominent regions determined in a 

grayscale image. Whole regions are described by an extreme 

property of the density function in the region and its external 

border. MSERs have features that make up their outstanding 

performance as a stable local detector. The sequence of 

MSERs is off in continual geometric transformations and is 

invariant with affine density changes. In addition, MSERs 

are defined at distinct scales [24]. MSER has linear 

complicacy and is fast to determine an affine invariant stable 

subset of extreme regions. 

3.1.2 SURF (Speeded Up Robust Feature) key-points: 

The SURF descriptor is both fast and durable to 

translation and affine transformation also in the presence of 

noise [31]. Even if after post-processing attacks such as 

rotation, blur, contrast adjustment, color reduction, SURF 

features enable detection of fake regions. There are two main 

steps in SURF, points of interest (POI) detection and POI 

identification. The detector and descriptor of SURF is both 

faster, and its detector is more reiterationable, and its 

descriptor is more distinguishable. SURF converts the 

original image to the integral image. The total of whole 

pixels in the input image I inside of the rectangular region 

created by the origin and x, have shown by the input of an 

integral image I∑(x) at an x=(x,y)T [32]: 

 

𝐼∑(𝑥) = ∑ ∑ 𝐼(𝑖, 𝑗)

𝑗≤𝑦

𝑗=0

𝑖≤𝑥

𝑖=0

 (1) 

 

 
Figure 2. Copy-move forgery detection process 
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Figure 3. Flowchart of the proposed method 

 

By using the Hessian matrix determinant as a criterion, 

information about the changes between regions is obtained. 

H(x,σ) Hessian matrix with σ scale for a point x=(x,y) in the 

I image given with: 

 

𝐻 = [
𝐿𝑥𝑥(𝑥, 𝜎) 𝐿𝑥𝑦(𝑥, 𝜎)

𝐿𝑥𝑦(𝑥, 𝜎) 𝐿𝑦𝑦(𝑥, 𝜎)
] (2) 

 

In Equation 2 Lxx(x,σ) is obtained as a result of the 

convolution of the I image at x and the second-order 

derivative of the gaussian filter. Lxy(x,σ) and Lyy(x,σ) are 

obtained similarly [23], [32]. 

 

𝐿𝑥𝑥(𝑥, 𝜎) = 𝐼(𝑥) ∗
𝑑2

𝑑𝑥2
 𝑔(𝜎) (3) 

 

3.1.3 SURF and MSER (SURF + MSER) 

After the image is converted to gray level, firstly, SURF 

features are extracted from the image. Then, all 64-

dimensional feature vectors obtained after extracting the 

MSER feature from the gray-level image are combined. For 

example, let the 25x64 size SURF features and 35x64 size 

MSER features are extracted from the image. In this case, the 

features are combined in the matching step so 60x64 sized 

features are used (Figure 4). 

 

Figure 4. Process steps to obtain the MSER+SURF 

identifier 

 

3.2 Matching 

In the feature matching step, first, the scalar product of 

each feature descriptor with the other feature descriptors is 

calculated. The inverse cosine components of the scalar 

products calculated for all the features are obtained and these 

values are ordered in ascending order. If the ratio between 

consecutive neighbors is above the predetermined threshold, 

this feature pair is labeled as matched. 

3.3 Mismatch elimination using RANSAC 

It's easy to find erroneous matches, as illustrated in 

Figure 4. This is why the proposed model was evaluated 

using Fischler's RANSAC [33] to keep inliers (correct 

matches) and eliminate outliers. The proposed model has the 

most correct matches after a specific amount of repetitions. 

Following the RANSAC algorithm, the false match 

elimination result can be shown in Figure 5. 

 

(a)                                                     (b) 

Figure 5. CMFD results a) without RANSAC b) with 

RANSAC 

 

4 Results and discussion 

4.1 Dataset 

To evaluate the efficiency of the algorithm, CoMoFoD 

dataset consisting of 400 images in PNG format (200 

tampered images, 200 original images with a resolution of 

512x512 pixels) was used in this study. Five categories were 

formed as a result of geometric transformations (rotation, 

translation, scaling, deformity and combining two or more 

transformations) applied to whole images. 40 images are in 

every class and every class has also six subclasses based on 

six types of post-processing (noise addition, JPEG 

compression, brightness changing, image blurring, contrast 

adjustments and color reducing) that can be applied on an 
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image. Due to all operations, the CoMoFoD dataset consists 

of 10400 images in total [34]. 

4.2 Metrics 

The achievement rating of the proposed method was 

made over three comparison parameters, which are used 

extensively in the literature: Precision (P) and Recall (R) and 

F1 scores (Equation 4). TP (true positive) refers that a forged 

image is detected as fake, TN (true negative) refers that the 

original image is detected as original, FP (false positive) 

refers to an image which is not forged but reported as forged, 

FN (false negative) refers to an image which is not reported 

as forged even though it is forged. F1 is also a metric that 

combines Precision and Recall with a single rate [16], [35]. 

 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
,     𝑅 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
,      𝐹1 = 2 ∗

𝑃 ∗ 𝑅

𝑃 + 𝑅
 (4) 

 

4.3 Comparison results 

The corresponding authors’ applications with best 

parameter values reported in their respective papers (FMT, 

PCT-Cart, PCT-Polar, ZM-Cart, ZM-Polar) [36], Alexnet, 

VGG [37] are used. SURF [38] and MSER [39] methods for 

CMFD were applied by us, and the results obtained are given 

in the table. The method proposed in the manuscript was 

compared with the state-of-the-art methods [37]–[40] . The 

results of the aforenamed methods and our proposed method 

on CoMoFod dataset are presented in Table 1. 

 

Table 1. Results of methods on CoMoFod 

Dataset Technique Name R P F1 

CoMoFoD 

FMT (result taken from 

[36]) 
0.522 0.8290 0.6406 

PCT-Cart (result taken 
from [36]) 

0.494 0.8480 0.6243 

PCT-Polar (result taken 

from [36]) 
0.491 0.8770 0.6295 

ZM-Cart (result taken 

from [36]) 
0.509 0.8480 0.6361 

ZM-Polar (result taken 
from [36]) 

0.489 0.8700 0.6260 

Alexnet (result taken 

from [37]) 
0.835 0.5105 0.6334 

VGG (result taken from 

[37]) 
0.7204 0.4965 0.5875 

SURF 0.725 0.6416 0,6808 

MSER 0.710 0.6256 0.6651 

Proposed Method 

(MSER+SURF) 
0.795 0.6437 0.7113 

 

 

  
 
 
 
 
 
 
 

 
(a) original image (b) forged image (c) result of proposed method 

Figure 7. Image which is applied brightness change attack 

 

Figure 6. F1 Scores of methods 
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Experimental results showed that the proposed method 

was more successful than both the use of SURF and MSER  

features separately and other methods. In applications 

performed with the use of SURF and MSER features 

separately, F1 score 0.6808 and 0.6651 were obtained, 

respectively, while F1 score became 0.7113 with the use of 

these features together. Also, it can be seen from the Table 

1, P and R values in some methods were higher than the 

proposed method. However, in these methods where higher  

values are obtained, the disproportion between P and R 

values is striking. As a result, considering the F1 score, 

which is obtained from P and R values and which is 

frequently used in the literature, the most successful method 

has been the recommended method. 

To calculate efficiently a high-quality approximate 

nearest neighbor field for the whole image, Cozzolino et al.  

used the PatchMatch algorithm (FMT, PCT-Cart, PCT-

Polar, ZM-Cart, ZM-Polar) [40]. F1-scores from all methods 

in table 1 are evaluated using bar graph in Figure 6. 

4.4 Experiments on post-processing 

On the tampered images described in Dataset section, we 

test the resilience of our proposed CMFD technique against 

three forms of post-processing attacks: brightness change, 

contrast adjustments, color reduction, image blurring, noise 

adding, JPEG compression. Figure 7, 8, 9, 10, 11 and 12 

shows the suggested CMFD results of images with attacks, 

respectively. 

As can be seen from the figures, the proposed method has 

detected copy-move forgery even in cases where different 

attacks were applied.  

5 Conclusions 

On the basis of MSER and SURF, this article offers a 

unique CMFD technique that combines MSER and SURF. A 

typical block-based scheme splits images into overlapping 

blocks, but our suggested technique preserves the superiority 

of a key-point based scheme, which is effective for native 

images. In addition, our approach is robust against JPEG 

compression, noise addition, image blurring, brightness 

changing, color reduction and contrast adjustments attacks. 

Although the proposed method is strong according to the 

compared methods and also considering the attacks, it can be 

improved and made more robust. In this study, it has been 

shown that more success can be achieved by applying hybrid 

methods instead of applying the methods one by one. It 

would be beneficial for people who will work in this field to 

take this issue into consideration.  

It is important to use strong features in CMFD 

applications where correct detection as well as false 

detection is of great importance. In this context, studies can 

be conducted on different combination methods such as 

triple hybrid combination with different features in the 

future. 

 

 

(a) original image 
 

(b) forged image 

 

(c) results of proposed method 

Figure 8. Image which is applied contrast adjustment attack 

 

 

(a) original image 
 

(b) forged image 

 

(c) results of proposed method 

Figure 9. Image which is applied color reduction change attack 
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(a) original image 

 

(b) forged image 

 
(c) results of proposed method 

Figure 10. Image which is applied image blurring attack 

 

 
(a) original image 

 

(b) forged image 

 
(c) results of proposed method 

Figure 11. Image which is applied noise adding attack 

 

 
(a) original image 

 

(b) forged image 

 
(c) results of proposed method 

Figure 12. Image which is applied JPEG compression attack 
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