
Sakarya University Journal of Science
SAUJS

ISSN 1301-4048 e-ISSN 2147-835X Period Bimonthly Founded 1997 Publisher Sakarya University
http://www.saujs.sakarya.edu.tr/

Title: The Attitudes of the Telecommunication Customers in the COVID-19 Outbreak: The
Effect of the Feature Selection Approach in Churn Analysis

Authors: Handan DONAT, Saliha KARADAYI USTA

Recieved: 2022-02-22 00:00:00

Accepted: 2022-04-27 00:00:00

Article Type: Research Article

Volume: 26
Issue: 3
Month: June
Year: 2022
Pages: 530-544

How to cite
Handan DONAT, Saliha KARADAYI USTA; (2022), The Attitudes of the
Telecommunication Customers in the COVID-19 Outbreak: The Effect of the Feature
Selection Approach in Churn Analysis. Sakarya University Journal of Science,
26(3), 530-544, DOI: 10.16984/saufenbilder.1077229
Access link
http://www.saujs.sakarya.edu.tr/tr/pub/issue/70993/1077229

New submission to SAUJS
http://dergipark.gov.tr/journal/1115/submission/start



The Attitudes of the Telecommunication Customers in the COVID-19 Outbreak: 

The Effect of the Feature Selection Approach in Churn Analysis 

Handan DONAT1, Saliha KARADAYI USTA*1 

 

Abstract 

Today's rising cutting-edge technology requirements and competitive environment in 

telecommunication industry has gained a remarkable importance due to the COVID-19 

pandemics in terms of high need of information sharing and remote communication necessity. 

Telecommunication companies conduct significant analyses by highlighting that the customer 

data is the most valuable information. Besides, they obtain results emphasizing that acquiring 

new customers is costlier than retaining the existing ones. Therefore, the companies are willing 

to determine the important customer features in order to understand why they shift to the other 

telecommunication service providers. Hence, this study aims to conduct a churn analysis by 

feature selection approach with large volumes of telecommunication customer data in order to 

present what kind of customer behaviors and qualifications exist. Since there is a huge amount 

of data in this field, data mining is a vital requirement. The performance outputs were observed, 

and the features carrying these outputs to the highest value were identified. The data collection 

and analysis were carried out in mid-2019, and the same data collection and analysis were 

carried out again at the beginning of 2021, and these before and after results were compared. In 

addition, a comparison was made with the results obtained by the other churn analysis studies. 

This paper contributes to the practitioners by presenting the most important customer features 

in telecom customer churn, and a new approach in performance evaluation have been proposed 

specific to the telecommunication market with the industry experts’ guidance as a theoretical 

contribution. 

Keywords: Telecommunication, customer churn, churn analysis, data mining, machine 

learning 

 

1. INTRODUCTION 

Communication is a need for human beings, and it 

has gained different dimensions with the 

development of technology day by day [1-3]. 
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Especially with the COVID-19 pandemics, remote 

access and online communication have been the 

only option to conduct business, and sharing the 

same environment was forbidden occasionally. 

Therefore, digitalization has quickly entered to the 

individuals’ lives, and especially for the companies, 
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it has been inevitable to adapt to the digital 

environment.  

The sector reports of the post-COVID-19 telecom 

supply chains have announced that the telecom 

industry has come to the fore with the digital 

technologies as the most used management tool of 

goods and services with a rate of 61%. Compared to 

other sectors, it has been effective in determining the 

impacts of the pandemics, and according to the 

customer surveys, 67% of the customers have stated 

that the telecom sector showed high performance 

during the pandemics [4]. In order to eliminate the 

negative effects of the COVID-19 pandemics on the 

telecom industry, companies have focused in 

workforce, operations and supply chain, 

communication strategies, customer data and 

revenue management [5].  Customer data has been 

significant as it is of vital importance for the telecom 

industry [6]. Since the customer information 

modeling creates an important competitive 

advantage [7, 8], the new researches discussed the 

impact of the pandemics in order to observe the 

changing customers’ behaviors in detail. 

The level of competition has increased with the 

technical progress and increasing number of 

operators in the telecommunications sector. The 

main strategies that the companies employ to 

generate more revenue are: acquiring new 

customers, retaining existing customers, and 

increasing the time duration and the loyalty of the 

customers by keeping them in the existing company. 

The third strategy has been found to be the most 

profitable strategy. For these reasons, companies 

should reduce the customer movement from one 

service provider to another which stands for the 

“customer churn” [9]. 

Customer churn is addressed in many industries 

such as telecommunication [10-13], peer-to-peer 

lending market [14], retail industry [15, 16], and 

banking [17, 18]. As it is obvious, the telecom 

industry mostly conducts churn analysis in order to 

keep the customers in the existing company by 

analyzing the customer specifications and 

behaviors.  

The telecom churn analysis techniques are decision 

trees [19-21], logistics regression [22, 23], Bayesian 

networks [24], artificial neural networks [25-28], 

support vector machine [29, 30], K-means 

clustering [31, 32], machine learning [10, 12, 13, 

18]. Here, the literature review points out to the 

artificial intelligence algorithms that are needed in 

processing the big data. Moreover, the 

telecommunication industry provides services like 

local and long distance calls, voice, fax, e-mail and 

other data traffic services. Due to globalization and 

market conditions, customer relationship 

management is becoming more and more important. 

Hence, due to the big amount of customer data, data 

mining is a requirement to understand business 

needs, to define the telecommunication model, to 

use resources efficiently and to increase service 

quality [33]. 

The purpose of this paper is implementing a churn 

analysis by feature selection approach with large 

amount of customer data in order to illustrate 

changing direction of customer behaviors. Owing to 

the existing big data, the machine learning 

techniques were applied. The performance outputs 

were recorded, and the customer features bringing 

these outputs to the highest value were determined. 

The data collection and analysis were carried out 

separately in both mid-2019 and at the beginning of 

2021, and these two before and after COVID-19 

results were compared. Additionally, a comparison 

was made with the results obtained by the other 

churn analysis studies as a discussion. Following 

sections include the methodology part with 

literature review, classification algorithms, feature 

selection, performance measurements, application, 

findings, discussion and conclusion parts. 

2. METHODOLOGY  

2.1. Literature Review   

Data and techniques used in the telecom customer 

churn analysis vary in the literature. In case of 

analyzing the payment information, the monthly 

invoice amount [20, 34, 35] has been the mostly 

focused factor, while there were a few studies 

analyzing the billing trend [24]. In addition, call 

frequency [34], additional service payment 

information [20], and SMS cost [34] were also taken 

into consideration. On the other hand, the studies 

analyzing usage information has been focused on 

the use of minute [30, 35, 36], usage time intervals 

[37], usage frequency [38], SMS usage [36], 

evening and night usage frequency, vocal message 
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usage, the amount paid for services that require a 

monthly subscription, internet usage, the amount 

paid for the internet [38], and the time spent on the 

internet for international calls [36]. 

Metrics applied in the studies looking at the line 

information have been subscription age of the 

customer [38], payment type (with / without 

contract) [20, 39], line shifting information, 

deactivation date, activation date, line opening date, 

line closing date [37], whether it is 3G or 4G [35], 

the package used [24].  

In the demographic analysis, age and gender [21, 40, 

41], income [34], child info and customer profession 

[21], place of residence (rural / city) [42], education 

level [39], marital status [40] have been 

investigated.  

In the analysis of customer internal information; 

billing institution, invoice complaints, weekly 

number of calls (call center), national and 

international invoicing [34], customer contact 

information with the operator [37], customer 

general complaint information [40] have been 

addressed. Additionally, customer present value 

data, customer potential value data, trust, 

perception, satisfaction, expectation [21], and the 

device used [30, 39] have been also examined. 

2.2. Brief Information about Classification 

Algorithms 

2.2.1. Naive Bayes Classification 

In case of deciding whether a given x (x = [ x (1), x 

(2), …, x (L) ]T ∈ RL) belongs to class Si or not, and 

if the independence proposition of Bayes decision 

theorem is used, then this type of classification is 

called NB classification. According to the NB 

decision theory, x belongs to Si if 

𝑃(𝑆𝑖) ∏ 𝑃(𝑥𝑘|𝑆𝑖)
𝐿
𝑘=1 >  𝑃(𝑆𝑗) ∏ 𝑃(𝑥𝑘|𝑆𝑗)𝐿

𝑘=1  

where 𝑃(𝑆𝑖) and 𝑃(𝑆𝑗) are prior possibilities of 

classes i and j. Thus, the values can be easily 

calculated from the data set [43]. NB classification 

conducts good analysis in terms of both accuracy 

and computation time as a simple and quick 

statistical prediction algorithm. The NB classifier 

may be trained to categorize patterns with thousands 

of attributes and then used to classify thousands of 

patterns. As a result, NB is the algorithm of choice 

for data mining and other large classification 

challenges [44]. The existence (or lack) of a given 

property of a class (client mix) is assumed to be 

unrelated to the presence (or absence) of any other 

property by an NB classifier. The NB classifier 

outperformed other widely used algorithms in the 

prediction challenge for the wireless 

telecommunications industry, and it also increased 

prediction rates [45]. 

2.2.2. Logistics Regression 

For discriminative probabilistic classification, 

logistic regression is a frequently used statistical 

modeling technique [46]. When the dependent 

variable is binary, this is the predictive regression 

strategy to use. It's used to describe data and explain 

the link between one dependent binary variable and 

one or more independent nominal, ordinal, interval, 

or ratio-level variables [47]. It estimates the 

probability of a particular event that occurs, and the 

probability calculation as 𝑝𝑟𝑜𝑏 (𝑦 = 1) =

ⅇ
𝛽0+∑ 𝛽𝑘𝑥𝑘

𝑘

𝑘=1

1−ⅇ
𝛽0+∑ 𝛽𝑘𝑥𝑘

𝑘

𝑘=1

. Here y is the dependent variable 

that indicates whether the event occurred or not 

(when the event happens y = 1, otherwise y = 0). 

𝑥1, 𝑥2, … , 𝑥𝑘 are independent inputs. 𝛽0, 𝛽1, … , 𝛽𝑘 

are the regression coefficients that can be computed 

using the maximum likelihood technique using the 

training data [48]. 

2.2.3. Support Vector Machines 

Support Vector Machines (SVM) is a highly 

preferred algorithm for machine learning by 

producing significant accuracy with less 

computation power for the classification duties. The 

SVM algorithm uses a linear combination of subsets 

(support vectors) of a training set to discover a 

hyperplane in an N-dimensional space (N is the 

number of features) [49]. If input vectors can be 

non-linearly separated, the support vector machines 

first map data into a high-resolution (possibly 

infinite) size feature area that uses a kernel number, 

and next classify the data by maximum margin. 

Equation used is 𝑓(�⃗�) = 𝑠𝑔𝑛(∑ 𝑦𝑖𝑥𝑖
𝑀
𝑖 ∅(�⃗�𝑖, �⃗�) +

𝛿). While the number of samples in the set of 

training is M, �⃗�𝑖 is the vector with support �⃗�𝑖 > 0 , 
ϕ is the kernel function, �⃗�𝑖  is a sample feature vector 

that is unknown, and δ is threshold. Parameters �⃗�𝑖 

can be obtained by applying linear constraints to a 
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convex quadratic programming problem. Kernel 

functions are frequently used in practice with the 

polynomial kernel and Gaussian radial elementary 

functions. Consider the Karush - Kuhn - Tucker case 

for further information, and selecting any i with 

�⃗�𝑖 > 0 (supports vectors). In practice, it is, however, 

safer to use the average value of all support vectors 

[48]. 

2.2.4. Artificial Neural Networks 

Artificial Neural Networks (ANN) are one of the 

information processing technology's artificial 

intelligence applications. It imitates the structure of 

the human brain and analyzes the existing data and 

generates new information from the data [50]. The 

advantages of ANN are being non-linear, ability to 

design with input and output mappings, possibility 

of adapt, being tolerant to fault [51]. The input, 

hidden, and output layers of a feed forward neural 

network are usually present. A sigmoid function is 

used to activate artificial neural networks. If an 

ANN has a hidden layer, the network outputs 

receive the hidden unit's activation functions by 

transforming it into a second layer of process 

components as an 𝑜𝑢𝑡𝑝𝑢𝑡 𝑛ⅇ𝑡(𝑗) =

𝑓 (∑ 𝑤𝑗𝑙

𝐿

𝑙=1
𝑓(∑ 𝑤𝑙𝑖𝑥𝑖

𝐷
𝑖 )) , 𝑗1, … … 𝐽. f is an 

activation function, while D, l, and j are the total 

number of units in the input, hidden, and output 

layers, respectively. To train ANNs, back 

propagation or fast back propagation learning 

techniques are used. [48]. 

2.3. Feature Selection 

While establishing the customer churn model, it is 

checked how much the variables affect the 

algorithm on each customer base in order to create 

the best model. After running the algorithm, one 

should select the variables that have a greater 

impact and that provide higher accuracy results. In 

this study, the variables that affect the algorithm 

most with the information gain, gain ratio, Gini 

coefficient and correlation were sorted and the 

algorithms were run one by one in an order. 

Moreover, there is a clear advantage of feature 

selection by reducing the data size and the 

computational burden, being an easier analysis for 

the data with smaller data size, by decreasing data 

complexity, and by increasing class / numerical 

performance [52, 53]. In the following part, the 

feature selection metrics will be explained in brief. 

2.3.1. Information Gain 

Information gain is a method based on entropy 

having values between 0 and 1 by showing the 

disorder or uncertainty of the system. If the entropy 

value approaches 1, it indicates that the system is 

more regular and specific. Entropy value is 

calculated by𝐸 = − ∑ (𝑙𝑜𝑔2
𝑛𝑠(𝑖)

𝑁
)

𝑛

𝑖=1
∗

ns(𝑖)

𝑁
 

formula where E is entropy, N is the total sample 

size, n is number of classes, and ns (i) is the sample 

for the ith class [54]. 

2.3.2. Gain Ratio 

At each node of the decision tree, the gain ratio 

metric is used to select the test feature. This is a 

variation of information gain that lowers bias by 

considering the number and size of branches when 

selecting a feature and adjusting the information 

gain with the intrinsic information of a split [55]. It 

favours characteristics with a high number of 

possible values. C4.5 created the fundamental 

decision tree induction technique ID3, which 

employs a known extension of information gain to 

address this bias [56]. The gain ratio formula is 

based on the “gain = new ratio – old ratio” equation 

[57]. 

2.3.3. Gini Index 

The Gini index is a strategy for separating pollution 

that works with binary, continuous numerical 

values. Breiman first introduced it in 1984 [58] and 

it is widely used in algorithms. As in the information 

gain and gain ratio, gain is calculated for each 

individual variables for ranking The Gini index is a 

scale that ranges from 0 to 1, with 0 denoting that all 

elements belong to one class or that there is only one 

class, and 1 denoting that the elements are randomly 

distributed across all classes. A Gini value of 0.5 

indicates that items in some classes are evenly 

distributed. 𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖)
2𝑛

𝑖=1  is the Gini index 

formula where pi is the likelihood of an object being 

categorized into a specific class. When constructing 

the decision tree, the root node should be the feature 

with the lowest Gini index. [59]. 
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2.3.4. Correlation 

The state of a linear relationship between two 

random variables is depicted by correlation in 

statistics. The correlation coefficient is used to 

determine whether or not there is a linear 

relationship and, if so, how strong it is. It ranges 

from -1 to +1 [60]. 1 indicates that for every positive 

increase in one variable, a fixed proportion increases 

in the other, whereas -1 indicates that for every 

positive increase in one variable, a fixed proportion 

decreases in the other. There is no positive or 

negative rise for every increase of zero. There is no 

connection between the two. Furthermore, the 

correlation coefficient's absolute value indicates the 

strength of the association. The stronger the 

association, the higher the number. r = 

 
𝑛(∑ 𝑥𝑦)− (∑ 𝑥)(∑ 𝑦)  

√[ 𝑛(∑ 𝑥2)−(∑ 𝑥) 
2

 ][ 𝑛(∑ 𝑦2)−(∑ 𝑦) 
2

 ] 

 is the correlation 

formula [61]. 

2.4. Performance Measurements 

Following the classification, success is evaluated 

according to the complexity matrix stated in Table 

1.  

Here, TP stands for true positive number, correctly 

defined positive samples, FP stands for false 

positives (incorrectly recognized negative samples), 

FN for false negatives (incorrectly identified 

positive samples), and TN for true negatives 

(incorrectly identified positive samples), correctly 

identified negative samples [62]. 

Table 1 

Class Confusion Matrix 

 

There are many defined performance measurement 

metrics in the literature. Specificity is the ratio of 

correctly defined mixed negatives and defined as 

Specificity = (TN) / (TN+FP). Accuracy measures 

the overall sampling rate of the number of correctly 

predicted samples that are either positive or negative 

by the Accuracy = (TP + TN) / (TP + FP + FN + 

TN) formula. Sensitivity is the ratio of correctly 

defined mixed positives. It is also called the true 

positive rate and defined as Sensitivity = TP / (TP + 

FN). Precision is defined as the ratio of accurately 

recognized failures to all positive predictions, and it 

equals to Precision = TP / (TP + FP). Error Rate is 

the measure of 1 – Accuracy. Moreover, the widely 

used measure that integrates the balance between 

precision and sensitivity is the F measure by F 

Measure = 2* Sensitivity * Precision / (Sensitivity + 

Precision) [62, 63]. 

This paper develops a novel approach in 

performance evaluation specific to the 

telecommunication industry customers. The details 

will be stated in the modeling part.  

3. APPLICATION 

In the telecom industry, customer churn is very 

critical for the operators. For companies in the 

telecom industry, churn rates of prepaid customers 

are higher than the churn rates of postpaid 

customers. The reason for this is the density of 

periodic users mainly in prepaid customers. 

Therefore, the tendency of prepaid line users to 

leave the current company, which is critical and 

problematic for companies in the telecom sector, is 

analyzed. 

Within the scope of this analysis, it is aimed that the 

algorithms frequently used in the literature will 

result in the shortest time and with the most accurate 

performance criteria, and the methods detailed in the 

previous sections are tried for this. The variables to 

be included in the modeling were tested for each 

performance criterion according to different feature 

selection methods and the highest output rate was 

determined. Modeling was done using the Rapid 

Miner software. It is used for statistical modeling, 

data preprocessing, business analysis, optimization 

and predictive analysis [64]. Rapid Miner data 

processing stages are defining the problem, 

designing the data requirement, data pre-processing, 

analytical processing on data and visualization of 

the data [65]. 
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3.1. Data Definition 

The study was conducted using a sample of data 

telecom company in Turkey. Company name is not 

shared due to confidentiality. “Ethics Committee 

Approval document no 12.10.2020-2020/17” was 

issued for the research. In accordance with the law 

on protection of personal data, the analysis was 

carried out on the computers of the company in the 

working environment of the relevant company, only 

the results were recorded and no customer data was 

recorded. The data set to be studied includes 16152 

records. 1152 of 16152 customer data are customer 

data allocated. The customer churn rate has been 7% 

in mid-2019. There are a total of 27 variables in this 

data set. The variables used, types of variables and 

their explanations are shown in Table 2.  

Table 2 

Variables Used in This Study 

 Variables Data type 

1 Subscription duration Numeric 

2 
Last 6 months balance (rest of pay 

amount) 
Numeric 

3 Last 6 months average internet usage Numeric 

4 Customer age Numeric 

5 Days after last device change Numeric 

6 
Number of complaints in the last 1 

month 
Numeric 

7 Profit for the last 1 month Numeric 

8 Device group Text 

9 Billing province Text 

10 Internet usage for the last 1 month Numeric 

11 Young segment Numeric 

12 
Total number of payments in the last 6 

months  
Numeric 

13 Last 1 month cost Numeric 

14 
The average number of calls outside, 

except abroad, for the last 6 months 
Numeric 

15 
Average usage per person for the last 6 

months, in terms of TL 
Numeric 

16 
Average dial-out minutes in the last 6 

months  
Numeric 

17 
The average number of incoming calls 

except abroad for the last 6 months 
Numeric 

18 
Average number of base station cell 

changes in the last 3 months 
Numeric 

19 Days since last pay Numeric 

20 
Average incoming call minutes in the 

last 6 months 
Numeric 

21 
Incoming voice call minutes, except 

abroad, on average in the last 6 months 
Numeric 

22 Customer gender Text 

23 Total number of lines Numeric 

24 Excess of package Numeric 

25 Excess of package, in terms of TL Numeric 

26 Mobil TV usage Numeric 

The 27th variable indicates whether the customer 

has left or not, and this variable takes the value 1 if 

the customer is gone and 0 if the customer is not. 

Since the text values in the data do not work in 

support vector machines and artificial neural 

networks algorithms, they have been made 

numerical. 

3.2. Modeling 

Four algorithms selected in modeling were studied; 

Logistic Regression, Artificial Neural Networks, 

Simple Bayes Classifier and Support Vector 

Machines. In these algorithms, 80% -20% training 

test data were used. In the data set, feature selection 

was weighted according to information gain, gain 

ratio, Gini index and correlation, and the resulting 

results were added in order of variables and 

algorithms were run. 

The aim here is to reduce the noise in the data set. 

In other words, the purpose here is to determine 

“what is ineffective” in reaching the most accurate 

result without including variables having little or no 

effect. The previously performance criteria were 

compared, and the results were evaluated. In 

addition to these performance criteria, which are 

frequently used in the literature, new performance 

criteria have been added to measure customer churn 

in the telecom sector. 

The reason for developing a new performance 

criterion is to ensure that high rate of predicting the 

customers churn, and ensure that the rate of 

correctly predicting the customers staying and 

leaving the company in the total model. Most of the 

studies are based only on the high rate of accuracy, 

i.e. customer churn rate. Besides, the sensitivity is 

not enough for the estimation, the rate of “keeping 

customers in the existing company” should be 

predicted well too. By doing so, the customer loss 

can be understood well and the company can offer 

them focused campaigns. In most of the studies, 

sensitivity and accuracy rate can be inversely 

proportional [66]. This study adopts “Accuracy * 

Sensitivity = the closest value to 1” measure since 

the closest and highest values of accuracy and 

precision ratio will give the best result.   
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4. FINDINGS 

The outputs of the algorithms have been analyzed 

according to their performance outputs. First, 26 

variables are listed according to information gain, 

gain ratio, Gini index and correlation. Accordingly, 

when the algorithms are run, the results are very 

close according to the first 6 variables. 

Differentiation starts after 6 variables. In Table 3, 

the results of the selected classification methods are 

given together with the number of variables that 

achieve the highest accuracy and sensitivity rates. 

According to the interpretation of the Table 3, the 

results analysis runs with fewer variables have 

provided higher results. This also has enabled the 

model to run in a shorter time. Especially since large 

amount of data is used in the telecom sector, the data 

density determines the working performance and 

duration of the model. Fewer variables remove the 

noise of the model  

According to the results in the Table 3, although 

very close values were reached in other algorithms, 

the highest accuracy and precision multiplication 

ratio has been obtained in the Artificial Neural 

Networks algorithm with the 7th variable as “profit 

for the last 1 month” set in the feature selection. This 

is an important result of the churn analysis. When 

the company’s profit is high from that customer, 

then the churn is inevitable. People noticing that 

there are many packages with lower cost in other 

service providers, are tend to change the operator 

immediately. Also the 9th variable “billing 

province” has been attracted the attention by 

addressing that the people locating at the same 

province affects each other in the operator changing 

decision. In addition, as a result of the analysis, the 

11st “young segment” variable says that young 

people are more in tendency to change the telecom 

server, the 17th “the average number of incoming 

calls, except abroad, for the last 6 months” variable 

emphasizes that the people having frequent phone 

calls shift to another operator more, and the 22nd 

variable “customer gender” is the another factor 

affecting the mobile service provider leaving 

decision. 

 

Table 3 

Highest Performance Outputs 

 Logistics Regression Support Vector Machines Naive Bayes Artificial Neural Networks 

In
fo

rm
at

io
n

 

G
ai

n
 

12nd, 13rd variables 

Accuracy:%98,30 

Sensitivity: %78,24 

Multiplication: 0,769 

18 th variable 

Accuracy: %98,30 

Sensitivity: %77,82 

Multiplication: 0,778 

13. variable 

Accuracy: %82,54 

Sensitivity: %85,36 

Multiplication: 0,705 

7 th, 9th, 11st, 17th, 22nd 

variables 

Accuracy: %98,67 

Sensitivity: %84,94 

Multiplication: 0,849 

G
ai

n
 R

at
io

 

6th, 7 th variables 

Accuracy: %98,27 

Sensitivity: %77,41 

Multiplication: 0,774 

6 th, 22nd, 23rd, 24th, 25th, 

26th variables 

Accuracy: %98,27 

Sensitivity: %77,41 

Multiplication: 0,760 

7 th variable 

Accuracy: %87,93 

Sensitivity: %84,52 

Multiplication: 0,743 

7 th variable 

Accuracy: %98,67 

Sensitivity: %84,94 

Multiplication: 0,849 

C
o

rr
el

at
io

n
 

7 th variable 

Accuracy: %98,30 

Sensitivity: %84,94 

Multiplication: 0,835 

12 nd variable 

Accuracy: %98,33 

Sensitivity: %78,24 

Multiplication: 0,782 

25th variable 

Accuracy: %81,64 

Sensitivity: %84,52 

Multiplication: 0,690 

7 th , 9th variables 

Accuracy: %98,67 

Sensitivity: %84,94 

Multiplication: 0,849 

G
in

i 
In

d
ex

 

7 th variable 

Accuracy: %98,27 

Sensitivity: %77,41 

Multiplication: 0,774 

23rd, 24th, 25th, 26th 

variables 

Accuracy: %98,27 

Sensitivity: %77,41 

Multiplication: 0,760 

6 th variable 

Accuracy: %91,33 

Sensitivity: %85,36 

Multiplication: 0,779 

7 th variable 

Accuracy: %98,67 

Sensitivity: %84,94 

Multiplication: 0,849 

Furthermore, the gain ratio and Gini index have 

produced same results in general. Naive Bayes 

has been the one giving lowest results. Correlation 

is the feature giving the highest performance 

measures in all classification algorithms. 
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The same analysis has conducted with the updated 

data in 2021, and the same results have been 

observed again. Therefore, it is clear that COVID-

19 pandemics has not changed the churn behavior 

of the customers. 

5. DISCUSSION 

5.1. What happened after the COVID-19 

pandemics? 

During the COVID-19 period, while many 

countries around the world experienced serious 

problems in telecom services, companies with 

strong digital infrastructure successfully 

overcame this process and increased the number 

of customers significantly. It was determined that 

video calls increased by 50 percent, group video 

calls by 650 percent, and the use of other digital 

services increased by 50-60 percent [67]. 

Network occupancy rates have increased 

significantly, with mobile traffic increasing by 10 

percent and constant 60 percent [68]. 

The effects of the pandemics on the telecom 

industry in the short and medium term required 

adaptation to changing customer habits. With the 

effect of COVID-19, people spent more time at 

their homes, increased the frequency of video 

conversations with their loved ones, and 

continued their education from home by working 

from home. These new habits have made the 

telecom industry one of the most important 

intermediaries connecting people to each other 

and the world during the struggle against the 

pandemics. In the short and medium term, 

COVID-19 has had both good and bad impacts on 

the industry in terms of changes in customer 

demands, supply chain and production-based 

activities, and operational responsibilities [69]. 

Despite the positive effects of customer behavior 

on the telecom industry, the operators 

experienced delays and decreases in "gaining new 

customers" due to the fact that customers are in a 

period of avoiding changes. However, there has 

been a decrease in the interest of customers, 

whose most basic needs are to stay connected and 

in communication, in other telecom products [69]. 

It has been observed that the most important 

customer data identified in this study that should 

be taken into account did not change with the 

COVID-19 outbreak. The analysis has been done 

in mid-2019 and has been repeated with the 

updated data in 2021, and almost the same results 

as in Table 3 have been observed again. The 

analysis highlights that only the usage amount has 

been changed, the customer behavior has 

remained same.  

5.2. Comparison with other 

telecommunication sector customer churn 

analysis researches 

Özdemir et al. [70] uses machine learning 

classification algorithms (k-Nearest Neighbors, 

ANN, NB and Random Forests Algorithm) in 

Python for the churn analysis in a telecom 

company, and achieves the maximum accuracy 

rate with ANN. Although the paper applies 

similar customer data, it does not underline the 

most important feature in classification. Pamina et 

al. [71] conducts a similar study in telecom for 

churn analysis by using the performance 

measures as accuracy, recall, precision, F-score, 

etc. with the aim of producing the highest recall 

value, and resulted in that the Decision Tree 

model outperforming all other models. Hooda and 

Mittal [72] present an exposition of data mining 

techniques for customer churn in telecom sector, 

and defines possible factors for churn as price, 

width of service area, service quality, prepaid 

packages, curiosity and advertisement. They 

applied Genetic Programming and Fast Fuzzy C-

Means in order to find the expected maximum 

profit measure for the customer churn. Sharm et 

al. [73] uses logistic regression and SVM with 

accuracy, sensitivity, specificity and precision 

performance metrics. No clear factor is available 

in the study. Eria and Marikannan [74] apply 

Random Forest and Logistic Regression, 

identifies that demographics and customer 

lifestyles are the most important factors. Gaur and 

Dubey [75] use Logistic Regression, SVM, 

Random Forest and Gradient boosted tree 

algorithms, and emphasizes that Gradient 

boosting is best in among four models. Al-Shboul 

et al. [76] plans the churn prediction structure by 

predicting customers who are likely to churn with 
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2 heuristic approaches as Fast Fuzzy C-Means 

and Genetic Programming. Brandusoiu and 

Toderean [77] urge a complicated technique for 

predicting the churn in the mobile 

telecommunications sector by using SVM. Gain 

measure is in comparisons as performance 

measurement metric. As a result, the findings of 

this paper comply with the other researches.  

The genuine value of this work hinges upon (i) 

creating a comprehensive feature selection 

framework as a list based on real customer data 

from telecommunication industry, (ii) providing a 

comparative study by evaluating the findings of 

before and after pandemics customer attitudes, 

(iii) presenting applications of different artificial 

intelligent techniques in telecommunication and 

indicating these techniques’ influence on the 

findings, (iv) specifying the similarities and 

differences of the findings of this study in 

comparison with the other existing researches.    

While the existing literature presents partial 

telecommunication customer data (see literature 

review section), this study takes the advantage of 

having real telecommunication customer data in 

order to select the features of the customers. This 

paper examines the literature in detail, and points 

out that there are studies focusing on some 

specific features of the customer. However, this 

paper utilizes a real telecommunication 

company’s in-use customer feature framework to 

state the real business management insights of the 

sector. 

6. CONCLUSION 

Competition is the main problem facing almost all 

telecommunications industries around the world. 

Customer churn in telecommunications is defined 

as the dissatisfaction of the customers who are 

leaving the company, or the customer shifting to 

the other companies that offering reasonable 

prices. This causes a potential loss of revenue / 

profit to the companies. Moreover, retaining 

customers has become a difficult task in the 

industry. Hence, the companies continue to 

develop new technologies and applications so that 

they can provide the best services to their 

customers. It is necessary to identify customers 

who are likely to leave the company in the near 

future, because losing them will result in 

significant profit loss for the company. 

Time management is paramount of importance 

for the telecommunication companies. In the 

period of aggressive competition, companies are 

required to create a quick response according to 

changing needs. Besides, running big data 

analysis is both tiring and time consuming for the 

existing system. In this study, a research was 

carried out to transform big data into effective 

data. In other words, the result with big data 

actually gives the same result when it is done with 

the specific variables that affect the model. One 

can reach the same results when they first found 

the main variables affecting the model and 

compared the results with both the input variables 

and the effective variables. As a result, we 

obtained fewer and more effective variables and 

proceeded with those variables in future studies. 

Since it is not working with large data, a great 

saving was achieved in terms of time. 

In this study, the machine learning classification 

techniques in customer churn analysis have been 

applied to thousands of customer data, an 

approach as a new performance criteria have been 

developed specific to the telecommunication 

market in order to evaluate the performances of 

the algorithms, and the most important customer 

features have been selected in both mid-2019 

before the pandemics, and in 2021. Accordingly, 

the profit amount per customer is the most 

important criteria in customers’ decision of 

leaving the existing mobile service provider. 

Secondly, the people in the same location affect 

each other towards shifting an another operator. 

Next, young people are more in tendency to 

change the telecom server. Also the people having 

frequent phone calls shift to another operator 

more, while the customer gender is the another 

factor affecting the mobile service provider 

leaving decision. Additionally, ANN is the 

algorithm giving the best results with correlation 

in feature selection. 

Although the rising importance of the 

telecommunication sector, the customer 

behaviors have been not altered during the 

COVID-19 pandemics. The mid-2019 analysis 
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results, and the newly conducted 2021 results are 

nearly the same. Only the usage amounts in phone 

calls, internet and the other services have been 

increased. The customer churn results have 

remained the same. Besides, the other current 

telecom customer churn results support the 

findings of this paper. Furthermore, as is it seen in 

the discussion part, the existing researches only 

groups the customers in terms of some variables. 

However, they do not clearly illustrate what are 

these features shaping the customer churn. Hence, 

this paper contributes to the practitioners by 

presenting the most important factors. In addition, 

a new approach in performance evaluation have 

been proposed specific to the telecommunication 

market with the industry experts’ guidance as a 

theoretical contribution. 

The study is limited only in terms of reflecting a 

telecom company in one country and representing 

just one company. However, due to the having a 

huge amount of data, the sample size is big 

enough to demonstrate the population’s general 

situation. The paper presents a real-life 

application, and emphasizes which customer 

features and which performance metrics should 

be focused on. Future studies may use different 

data mining methods with changing data and 

achieve different results with changing customer 

profile. 
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