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Abstract
In this paper, we study the inverse problem for Sturm-Liouville problem with conformable
fractional differential operators of order α, 0.5 < α ≤ 1 and finite number of interior
discontinuous conditions. For this aim first, the asymptotic formulas for solutions, eigen-
values and eigenfunctions of the problem are calculated. Then some uniqueness theorems
for proposed inverse eigenvalue problem are proved. Finally, the Hald’s theorem for con-
formable Sturm-Liouville problem is developed.
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1. Introduction
Sturm-Liouville equation is one of the most important problems in mathematics, physics

and engineering. This problem arises in modeling of many systems in vibration theory,
quantum mechanics, hydrodynamic and so on [6, 20, 27]. The classical Sturm-Liouville
equation is a second order ordinary differential equation of the following form:

y′′ + (λ − q(x))y = 0, 0 < x < π, (1.1)
where q(x) is the potential function and λ is a parameter. For equation (1.1) two bound-
ary conditions at end points are considered. Equation (1.1) with boundary conditions are
called Sturm-Liouville problems (SLP). The value of λ for which SLP has a nontrivial
solution is called an eigenvalue and the corresponding nontrivial solution y(x) is called
an eigenfunction. It is proved that a SLP has an infinite sequence of eigenvalues [6, 13].
The set of all eigenvalues is called spectrum. Some related problems to classical Sturm-
Liouville problem can be found in [6, 13, 17, 18, 24–26, 28, 29] and references therein. In
studying fractional model of SLP the integer order derivatives are replaced with a frac-
tional derivative such as Riemann-Liouville, Caputo, Caputo-Fabrizio and Conformable
derivatives. See [1,5,12,21] for more details. In recent years, the study of fractional model
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of SLP grew rapidly and some results of integer order are extended for fractional case,
see [10, 14, 16, 22, 30] and references therein. Asymptotic forms of eigenvalues and inverse
problem for fractional SLP with Riemann-Liouville and Caputo derivatives are studied
in [10, 23]. In [10, 30] the eigenvalues and eigenfunctions are approximated numerically.
In [16] the authors studied conformable Sturm-Liouville problem (CSLP) with regular
boundary conditions. So, the asymptotic form of eigendata and related inverse problem
using trace formula and nodal points are considered. More studies on CSLP can be found
in [2, 4, 7, 19]. In this paper, we consider CSLP with finite number of transmission condi-
tions. In section 3, we find asymptotic formulas of eigendata and prove some uniqueness
results related to inverse problem of CSLP using Weyl m-function. Also, we improve and
develop the Hoschdat-Libermann type results for proposed problem.

2. Preliminaries
In this section, we give definition and some theorems of the conformable fractional (CF)

derivative such that one can found in [1, 11]. In what follows, we always take Dα
x = Dα.

Definition 2.1. For the function f : [0, ∞) → R, the CF derivative of f of order α ∈ (0, 1]
defined by:

Dαf(x) = lim
ε→0

f(x + εx1−α) − f(x)
ε

,

for all x > 0, and
Dαf(0) = lim

x→0+
Dαf(x).

If f is a differentiable function, then

Dαf(x) = x1−αf ′(x).

If Dαf(x0) exists and is finite. Then the function f is α-differentiable at x0.

Definition 2.2. The conformable integral of function f of order α is defined as:

Jαf(x) =
∫ x

0
f(s)dαs =

∫ x

0
sα−1f(s)ds, x > 0.

where, the integrals are in Riemann setting.

Theorem 2.3. Let f and g be arbitrary α-differentiable functions at x > 0. Then the
following results hold:

(1) Dα(af + bg) = aDαf + bDαg, ∀a, b ∈ R.
(2) Dα(xp) = pxp−α, ∀p ∈ R.
(3) Dα(c) = 0 for any constant c.
(4) Dα(fg) = Dα(f)g + fDα(g).
(5) Dα(f/g) = Dα(f)g − fDα(g)

g2 , s.t. g ̸= 0.

(6) For a continuous function g : [0, ∞) → R, we have DαJαg(x) = g(x), for all
x > 0.

(7) For a differentiable function g : [0, ∞) → R, we have JαDαg(x) = g(x) − g(0), for
all x > 0.

Theorem 2.4. If g, h : [0, ∞) → R are an arbitrary α-differentiable functions and f(x) =
g(h(x)), then f is α-differentiable and

(1) (Dαf)(x) = (Dαg)(h(x))(Dαh)(x)h(x)α−1, x ̸= 0, h(x) ̸= 0,
(2) (Dαf)(0) = lim

x→0+
(Dαg)(h(x))(Dαh)(x)h(x)α−1.
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Definition 2.5. For a real number 1 ≤ p < ∞ and α > 0, the space Lα
p (0, a) is defined

by

Lα
p (0, a) =

{
f : [0, a] → R,

(∫ a

0
|g(t)|pdαt

)1/p

< ∞
}

.

Theorem 2.6. For two α-differentiable functions g, h : [a, b] → R, the α-integration by
parts has the following form∫ b

a
g(x)Dαh(x)dαx = g(x)h(x)

∣∣b
a

−
∫ b

a
h(x)Dαg(x)dαx. (2.1)

3. Main problem and spectral properties
In this section, we define the CSLP with transmission conditions as a main problem of

the paper and find some spectral properties. For 1
2 < α ≤ 1 and q ∈ Lα

1 [0, π], we consider
CSLP

ℓαy := −DαDαy + qy = λy (3.1)
with boundary conditions

B1(y) := Dαy(0) + h y(0) = 0,

B2(y) := Dαy(π) + H y(π) = 0, (3.2)
and finite number of transmission conditions

Ui(y) := y(di+) − aiy(di−) = 0,

Vi(y) := Dαy(di+) − biD
αy(di−) − ciy(di−) = 0, (3.3)

for i = 1, 2, . . . , m−1 and m ≥ 2. The parameters h, H and ai, bi, ci, di are real numbers.
We denote the problem (3.1)-(3.3) with Lα = Lα(q(x); h; H; di). Consider the weighted
inner product

⟨f, g⟩T :=
∫ π

0
f(t)g(t)r(t)dαt,

where f, g ∈ Lα
2 ((0, π); r) and r(t) is the weight function

r(t) =



1, 0 ≤ t < d1,
1

a1b1
, d1 < t < d2,

...
1

a1b1···am−1bm−1
, dm−1 < t ≤ π.

Note that T := L2
α((0, π); r) is a Hilbert space with the norm ∥f∥T = ⟨f, f⟩1/2

T . For
α ∈ (0.5, 1], let Aα : T → T with domain

dom (Aα) =
{

f ∈ T

∣∣∣∣∣ f, Dαf ∈ AC
(

∪m−1
0 (di, di+1)

)
,

ℓαf ∈ Lα
2 (0, π), Ui(f) = Vi(f) = 0

}
by

Aαf = ℓαf, f ∈ dom (Aα) .

Here AC
(

∪m−1
0 (di, di+1)

)
indicates the set of all absolutely continuous functions in

∪m−1
0 (di, di+1). Suppose f and g are two solutions of the linear differential equation

ℓαf = λf , ℓαg = λg satisfying (3.3), the modified Wronskian
Wα(f, g) = r(x)

(
f(x)Dαg(x) − Dαf(x)g(x)

)
(3.4)

is constant for all x ∈ [0, d1) ∪m−2
1 (di, di + 1) ∪ (dm−1, π]. Using the above formula

Wα(f, g)(x) = Wα(f, g)(x0), for x0 ∈ [0, d) ∪ (d, π]. So, Wα(f, g) does not depend on x.

Lemma 3.1. For α ∈ (0.5, 1], the operator Aα is self-adjoint on Lα
2 ((0, π); r).
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Proof. By employing twice the α-integration by part, Theorem 2.6, one can write〈
ℓαf, g

〉
T

= Wα
(
f, g

)∣∣
x=π

− Wα
(
f, g

)∣∣
x=0 +

〈
f, ℓαg

〉
T

.

It follows from the conditions (3.2) and (3.3),
Wα

(
f, g

)∣∣
x=π

− Wα
(
f, g

)∣∣
x=0 = 0.

Thus Aα is a self-adjoint operator. □
For every function h ∈ dom (Aα), we will denote by hj , 1 ≤ j ≤ m, the restriction of h

to the interval (dj−1, dj). We define hj(dj−1) = h(dj−1 + 0) and hj(dj) = h(dj − 0).
Let u(x, λ) and v(x, λ) be the solutions of (3.1) with the following initial conditions

u(0, λ) = 1, Dαu(0, λ) = −h, (3.5)
and

v(π, λ) = 1, Dαv(π, λ) = −H, (3.6)
and the jump conditions (3.3), respectively. In the interval [0, d1) equation (3.1) has
a uniqu solution u1(x, λ) which satisfies conditions (3.5) and is an entire function with
respect to parameter λ. Similarly in the interval (dm−1, π] Equations (3.1) has a unique
entire solution vm(x, λ) which satisfies (3.6). The characteristic function is defined by

∆(λ) := Wα(u(λ), v(λ)) = B1(v(λ)) = −r(π)B2(u(λ)). (3.7)
The function ∆(λ) is an entire function and the eigenvalues λn of Lα are the zeros of
∆(λ). We have the following relation between the eigenfunctions ui(x, λn) and vi(x, λn)
corresponding to the eigenvalues λn:

vi(x, λn) = βnui(x, λn), (3.8)
from (3.5),

βn = v(0, λn). (3.9)
Also, we define the norming constant by

γn := ∥u(x, λn)∥−2
T . (3.10)

In the following lemma, we find derivative of characteristic function with respect to the
parameter λ.

Lemma 3.2. All zeros λn of ∆(λ) are simple and we have

∆̇(λn) := d

dλ
∆(λn) = −γ−1

n βn, (3.11)

βn and γn are defined in (3.9) and (3.10).

Proof. Since
ℓαu(x, λn) = λnu(x, λn) and ℓαv(x, λ) = λv(x, λ),

using Theorem 2.3, we get
DαWα(v(x, λ), u(x, λn)) = (λ − λn)v(x, λ)u(x, λn).

Using conformable integrating of order α over [0, π], (3.2) and (3.3), we obtain

(λ − λn)
∫ π

0
v(t, λ)u(t, λn)r(t)dαt = Wα(v(x, λ), u(x, λn))|π0 = −∆(λ).

For λ → λn, and using ∆(λn) = 0, we get∫ π

0
v(t, λn)u(t, λn)r(t)dαt = −∆̇(λn),

where ∆̇(λ) = d
dλ∆(λ). Using (3.8) and (3.10), we arrive at (3.11). □

Finally, we have the following simple unitary transformation for the problem (3.1)-(3.3).
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Remark 3.3. Without losing of generality of the problem (3.1)-(3.3), by [25, Lemma 2.3],
we can take aibi = 1, for i = 1, 2, . . . , m.

3.1. Asymptotic formulas for eigendata
In this subsection, we study the asymptotic forms of solutions and eigenvalues. For

these purposes, we prove some Lemmas and Theorems as follows.

Theorem 3.4. Let λ = ρ2 and τ := |Imρ|. For CSLP (3.1)-(3.3) as |λ| → ∞, the
asymptotic forms of solutions and the characteristic function formula are in the following
forms:

u(x, λ) =



cos
(

ρ
α

xα
)

+ O
(

1
ρ

exp
(

τ
α

xα
))

, 0 ≤ x < d1,

α1 cos
(

ρ
α

xα
)

+ α′
1 cos

(
ρ
α

(xα − 2dα
1 )
)

+ O
(

1
ρ

exp
(

τ
α

xα
))

, d1 < x < d2,

α1α2 cos ρ
(

ρ
α

xα
)

+ α′
1α2 cos

(
ρ
α

(xα − 2dα
1 )
)

+ α1α′
2 cos

(
ρ
α

(xα − 2dα
2 )
)

+α′
1α′

2 cos
(

ρ
α

(xα + 2dα
1 − 2dα

2 )
)

+ O
(

1
ρ

exp
(

τ
α

xα
))

, d2 < x < d3,
...

α1α2 . . . αm−1 cos
(

ρ
α

xα
)

+
+α′

1α2 . . . αm−1 cos
(

ρ
α

(xα − 2dα
1 )
)

+ · · ·
+α1α2 . . . α′

m−1 cos
(

ρ
α

(xα − 2dα
m−1)

)
+

+α′
1α′

2α3...αm−1 cos
(

ρ
α

(xα + 2dα
1 − 2dα

2 )
)

+ · · ·
+α1 . . . α′

j . . . α′
k . . . αm−1 cos

(
ρ
α

(xα + 2dα
j − 2dα

k )
)

+α1 . . . α′
j . . . α′

k . . . α′
s . . . αm−1 cos

(
ρ
α

(xα − 2dα
j + 2dα

k − 2dα
s )
)

+ · · ·
+α′

1α′
2 . . . α′

m−1 cos
(

ρ
α

(xα + 2(−1)m−1dα
1 + 2(−1)m−2dα

2 − 2dα
m)
)

+O
(

1
ρ

exp
(

τ
α

xα
))

, dm−1 < x ≤ π,

(3.12)

Dα
x u(x, λ) =



ρ
[
− sin

(
ρ
α

xα
)]

+ O
(
exp
(

τ
α

xα
))

, 0 ≤ x < d1,

ρ
[
−α1 sin

(
ρ
α

xα
)

− α′
1 sin

(
ρ
α

(xα − 2dα
1 )
)]

+ O
(
exp
(

τ
α

xα
))

, d1 < x < d2,

ρ
[
−α1α2 sin ρ

(
ρ
α

xα
)

− α′
1α2 sin

(
ρ
α

(xα − 2dα
1 )
)

− α1α′
2 sin

(
ρ
α

(xα − 2dα
2 )
)

−α′
1α′

2 sin
(

ρ
α

(xα + 2dα
1 − 2dα

2 )
)]

+ O
(
exp
(

τ
α

xα
))

, d2 < x < d3,
...

ρ
[
−α1α2 . . . αm−1 sin

(
ρ
α

xα
)

−α′
1α2 . . . αm−1 sin

(
ρ
α

(xα − 2dα
1 )
)

+ · · ·
−α1α2 . . . α′

m−1 sin
(

ρ
α

(xα − 2dα
m−1)

)
+

−α′
1α′

2α3 . . . αm−1 sin
(

ρ
α

(xα + 2dα
1 − 2dα

2 )
)

+ · · ·
−α1 . . . α′

j . . . α′
k . . . αm−1 sin

(
ρ
α

(xα + 2dα
j − 2dα

k )
)

−α1 . . . α′
j . . . α′

k . . . α′
s . . . αm−1 sin

(
ρ
α

(xα − 2dα
j + 2dα

k − 2dα
s )
)

+ · · ·
+ −α′

1α′
2 . . . α′

m−1 sin
(

ρ
α

(xα + 2(−1)m−1dα
1 + 2(−1)m−2dα

2 − 2dα
m)
)]

+O
(
exp
(

τ
α

xα
))

, dm−1 < x ≤ π,

(3.13)

where
αi = ai + bi

2
and α′

i = ai − bi

2
, i = 1, 2, . . . , m − 1. (3.14)

Also the similar asymptotic forms hold for the solutions v, ṽ and ũ. Moreover, we have

∆(λ) =ρw(π)
[
α1α2 . . . αm−1 sin

(
ρ

α
πα
)

+ α′
1α2 . . . αm−1 sin

(
ρ

α
(πα − 2dα

1 )
)

+ · · ·

+ α1α2 . . . α′
m−1 sin

(
ρ

α
(πα − 2dα

m−1)
)

+ α′
1α′

2α3 . . . αm−1 sin
(

ρ

α
(πα + 2dα

1 − 2dα
2 )
)

+ · · · + α1 . . . α′
j . . . α′

k . . . αm−1 sin
(

ρ

α
(πα + 2dα

j − 2dα
k )
)

+ α1 . . . α′
j . . . α′

k . . . α′
s . . . αm−1 sin

(
ρ

α
(πα − 2dα

j + 2dα
k − 2dα

s )
)

+ · · ·
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+α′
1α′

2 . . . α′
m−1 sin

(
ρ

α
(πα + 2(−1)m−1dα

1 + 2(−1)m−2dα
2 − 2dα

m)
)]

+ O

(
exp

(
τ

α
πα
))

.

(3.15)

Proof. Let S(x, λ) and C(x, λ) be the solutions of (3.1) and (3.3) with the following
conditions

S(0, λ) = 0, DαS(0, λ) = 1, C(0, λ) = 1, and DαC(0, λ) = 0. (3.16)
Using (3.3) for C(x, λ), we obtain

C(x, λ) =



cos
( ρ

αxα
)

+ O
(

1
ρ exp |τ |

α xα
)

, 0 ≤ x < d1,

a1C1(d1, λ) cos
(

ρ
α(xα − dα

1 )
)

+ b1
ρ C

′
1(d1, λ) sin

(
ρ
α(xα − dα

1 )
)

+O

(
1
ρ exp τ

α

(
xα − dα

1
))

, d1 < x < d2,

a2C2(d2, λ) cos
(

ρ
α(xα − dα

2 )
)

+ b2
ρ C

′
2(d2, λ) sin

(
ρ
α(xα − dα

2 )
)

+O

(
1
ρ exp τ

α

(
xα − dα

2
))

, d2 < x < d3,

...
am−1Cm−1(dm−1, λ) cos

(
ρ
α(xα − dα

m−1)
)
+

+ bm−1
ρ C′

m−1(dm−1, λ) sin
(

ρ
α(xα − dα

m−1)
)
+

+O

(
1
ρ exp τ

α

(
xα − dα

m−1
))

, dm−1 < x ≤ π.

So, we insert the k’th statement into the (k + 1)’th statement to get

C(x, λ) =



cos
(

ρ
αxα

)
+ O

(
1
ρ exp

(
τ
αxα

))
, 0 ≤ x < d1,

α1 cos
(

ρ
αxα

)
+ α′

1 cos
(

ρ
α(xα − 2dα

1 )
)

+ O
(

1
ρ exp

(
τ
αxα

))
, d1 < x < d2,

α1α2 cos
(

ρ
αxα

)
+ α′

1α2 cos
(

ρ
α(xα − 2dα

1 )
)

+ α1α′
2 cos

(
ρ
α(xα − 2dα

2 )
)

+α′
1α′

2 cos
(

ρ
α(xα + 2dα

1 − 2dα
2 )
)

+ O
(

1
ρ exp

(
τ
αxα

))
, d2 < x < d3,

...
α1α2 . . . αm−1 cos

(
ρ
αxα

)
+

+α′
1α2 . . . αm−1 cos

(
ρ
α(xα − 2dα

1 )
)

+ · · ·

+α1α2 . . . α′
m−1 cos

(
ρ
α(xα − 2dα

m−1)
)
+

+α′
1α′

2α3 . . . αm−1 cos
(

ρ
α(xα + 2dα

1 − 2dα
2 )
)

+ · · ·

+α1 . . . α′
j . . . α′

k . . . αm−1 cos
(

ρ
α(xα + 2dα

j − 2dα
k )
)

+α1 . . . α′
j . . . α′

k . . . α′
s . . . αm−1 cos

(
ρ
α(xα − 2dα

j + 2dα
k − 2dα

s )
)

+ · · ·

+α′
1α′

2 . . . b′
m−1 cos

(
ρ
α(xα + 2(−1)m−1dα

1 + 2(−1)m−2dα
2 − 2dα

m)
)

+O
(

1
ρ exp

(
τ
αxα

))
, dm−1 < x ≤ π,

where αi and α′
i are defined in (3.14) and j < k < s, j, k, s = 1, 2, . . . , m − 1. Similarly, we

can obtain the asymptotic formula for S(x, λ). Applying the Definition 2.1, we calculate
the asymptotic form of DαS(x, λ) and DαC(x, λ). This completes the proof by using
u(x, λ) = C(x, λ) + h S(x, λ). □
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Using Theorem 3.4 and Definition 2.1, we find

|u(x, λ)| = O

(
exp

(
τ

α
xα
))

,

|Dαu(x, λ)| = |x1−αu′(x, λ)| = O

(
|ρ| exp

(
τ

α
xα
))

, 0 ≤ x ≤ π (3.17)

By changing x to π−x and using the jump conditions (3.3) and Definition 2.1, we calculate
the asymptotic forms of v(x, λ) and Dαv(x, λ). Specially,

|v(x, λ)| = O

(
exp

(
τ

α
(π − x)α

))
,

|Dαv(x, λ)| = |x1−αv′(x, λ)| = O

(
|ρ| exp

(
τ

α
(π − x)α

))
, 0 ≤ x ≤ π. (3.18)

Define

∆◦(λ) :=ρr(π)
[
α1α2 . . . αm−1 sin

(
ρ

α
πα
)

+ α′
1α2 . . . αm−1 sin

(
ρ

α
(πα − 2dα

1 )
)

+ · · ·

+ α1α2 . . . α′
m−1 sin

(
ρ

α
(πα − 2dα

m−1)
)

+ α′
1α′

2α3 . . . αm−1 sin
(

ρ

α
(πα + 2dα

1 − 2dα
2 )
)

+ · · · + α1 . . . α′
i . . . α′

j . . . αm−1 sin
(

ρ

α
(πα + 2dα

i − 2dα
j )
)

+ α1 . . . α′
i . . . α′

j . . . α′
k . . . αm−1 sin

(
ρ

α
(πα − 2dα

i + 2dα
j − 2dα

k )
)

+ · · ·

+α′
1α′

2 . . . α′
m−1 sin

(
ρ

α
(πα + 2(−1)m−1dα

1 + 2(−1)m−2dα
2 − 2dα

m)
)]

.

(3.19)

Let λn = ρ2
n and λ◦

n = (ρ◦
n)2 be the zeros of the functions (3.15) and (3.19), respectively,

then

ρn = ρ◦
n + o(1), n → ∞. (3.20)

The roots of ∆◦(λ) are
ρ◦

n = απ1−αn + ϑn,

where supn ϑn < M for all n ∈ N. As a result of Valiron’s theorem ([15, Thm. 13.4]) and
(3.15), we obtain the following asymptotic form.

Theorem 3.5. Let λn = ρ2
n be the eigenvalues of the problem Lα, then we have the

following asymptotic formula
ρn = απ1−αn + O(1) (3.21)

as n → ∞.

Lemma 3.6. The characteristic function ∆(λ) can be written in terms of eigenvalues λn,
parameters ai, bi in (3.3) and the order α as follows

∆(λ) = C
∞∏

n=1

λn − λ

λ◦
n

, (3.22)

where C = −λ0Ω
∞∏

n=1
λn
λ◦

n
and

Ω =r(π)
α

[
α1α2 . . . αm−1πα + α′

1α2 . . . αm−1(πα − 2dα
1 ) + · · ·

+ α1α2 . . . α′
m−1(πα − 2dα

m−1) + α′
1α′

2α3 . . . αm−1(πα + 2dα
1 − 2dα

2 )
+ · · · + α1 . . . α′

j . . . α′
k . . . αm−1(πα + 2dα

j − 2dα
k )
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+ α1 . . . α′
j . . . α′

k . . . α′
s . . . αm−1(πα − 2dα

j + 2dα
k − 2dα

s ) + · · ·

+ α′
1α′

2 . . . α′
m−1(πα + 2(−1)m−1dα

1 + 2(−1)m−2dα
2 − 2dα

m)
]
.

Proof. By the Hadamard’s factorization theorem [3, P. 289], the characteristic function
∆(λ) can be written in the form

∆(λ) = C
∞∏

n=0

(
1 − λ

λn

)
= C(λ − λ0)

λ0

∞∏
n=1

(
1 − λ

λn

)
. (3.23)

Using the Hadamard’s factorization [15, Sec. 4.2] for the function ∆◦(λ) defined in (3.19),
we obtain the infinite product

∆◦(λ) = Ωλ
∞∏

n=1

(
1 − λ

λ◦
n

)
,

Then
∆(λ)
∆◦(λ)

= C(λ0 − λ)
λ0Ωλ

∞∏
n=1

λ◦
n

λn

∞∏
n=1

(
1 + λn − λ◦

n

λ◦
n − λ

)
.

Taking (3.15) and (3.20) into account, we calculate

lim
λ→−∞

∆(λ)
∆◦(λ)

= 1, lim
λ→−∞

∞∏
n=1

(
1 + λn − λ◦

n

λ◦
n − λ

)
= 1

and hence

C = −λ0Ω
∞∏

n=1

λn

λ◦
n

.

Substituting this into (3.23), we arrive at (3.22). □
Example 3.7. Consider the following CSLP with one jump condition

− DαDαy = λy

Dαy(0) = 0, y(π) = 0, (3.24)

y(π

4
+) − 2y(π

4
−) = 0, Dαy(π

4
+) − 1

2
Dαy(π

4
−) = 0.

The characteristic function and eigenfunctions are

∆(λ) = 5
4

cos( ρ

α
πα) + 3

5
cos( ρ

α
(πα − 2(π

4
)α)),

yn,α(x) =
{

cos(ρn

α xα), 0 ≤ x < π
4 ,

5
4 cos(ρn

α xα) + 3
5 cos(ρn

α (xα − 2(π
4 )α)), π

4 ≤ x ≤ π.

The eigenvalues and eigenfunctions are presented in Table 1 and Figure 1. We use the
fzero function in MATLAB R2015a to compute the zeros ρn,α of the function ∆(λ).

Example 3.8. We consider a CSLP with two jump conditions
− DαDαy = λy

Dαy(0) = 0, y(π) = 0, (3.25)

y(π

4
+) − 2y(π

4
−) = 0, Dαy(π

4
+) − 1

2
Dαy(π

4
−) = 0,

y(7π

10
+) − 3y(7π

10
−) = 0, Dαy(7π

10
+) − 1

3
Dαy(7π

10
−) = 0.

The characteristic function and eigenfunctions are

∆(λ) = 25
12

cos( ρ

α
πα) + 5

4
cos( ρ

α
(πα − 2(π

4
)α) + 5

3
cos( ρ

α
(πα − 2(7π

10
)α)
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ρn,α ζn,α

n α = 0.7 α = 0.8 α = 0.9 α = 1 α = 0.7 α = 0.8 α = 0.9 α = 1
1 0.666 0.656 0.636 0.612 0.67 0.65 0.63 0.61
2 1.388 1.517 1.621 1.675 0.70 0.75 0.80 0.84
3 2.413 2.354 2.317 2.324 0.81 0.78 0.77 0.77
4 3.643 3.665 3.537 3.388 0.92 0.91 0.88 0.85

10 9.246 9.683 9.382 0.6615 0.94 0.96 0.93 0.97
15 14.317 14.398 14.781 14.324 0.97 0.95 0.98 0.95
20 19.384 19.712 19.532 19.388 0.98 0.98 0.97 0.97
25 24.379 24.723 24.759 24.612 0.99 0.98 0.98 0.98
30 29.277 29.467 29.815 29.675 0.99 0.98 0.98 0.99
35 34.120 34.860 34.728 34.324 0.99 0.99 0.98 0.98

Table 1. Eigenvalues and asymptotic results for Example 3.7.

x
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1.4

1.6

1.8
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(c)  n=3

α=0.7
α=0.8
α=0.9
α=1

x
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(d) n=4
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α=0.9
α=1

Figure 1. Eigenfunctions of Example 3.7 for different values of n and α.

+ cos( ρ

α
(πα + 2(π

4
)α − 2(7π

10
)α),

yn,α(x) =


cos(ρn

α xα), 0 ≤ x < π
4 ,

5
4 cos(ρn

α xα) + 5
3 cos(ρn

α (xα − 2(π
4 )α), π

4 ≤ x ≤ 7π
10 ,

25
12 cos(ρn

α πα) + 5
4 cos(ρn

α (πα − 2(π
4 )α) + 5

3 cos(ρn

α (πα − 2(7π
10 )α)

+ cos(ρn

α (πα + 2(π
4 )α − 2(7π

10 )α), 7π
10 ≤ x ≤ π.

The eigenvalues and eigenfunctions are presented in Table 2 and Figure 2.

We compared the eigenvalues with first term of asymptotic form (3.21) as ζn,α = ρn,α

nαπ1−α .
The eigenvalues and ratios ζn,α are presented in Tables 1 and 2. According to asymptotic
form (3.21), the values of ζn,α must tend to one, that hold for results of ζn,α in Tables 1
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ρn,α ζn,α

n α = 0.7 α = 0.8 α = 0.9 α = 1 α = 0.7 α = 0.8 α = 0.9 α = 1
1 0.8592 0.8858 0.8907 0.8810 0.87 0.88 0.88 0.88
2 1.5686 1.6744 1.7300 1.6697 0.79 0.83 0.86 0.83
3 2.2871 2.1361 2.0634 2.1247 0.77 0.71 0.68 0.71
4 3.4614 3.5151 3.4746 3.4144 0.88 0.87 0.86 0.85

10 9.2889 9.9688 9.2520 9.5834 0.94 0.99 0.92 0.96
15 14.4103 14.2520 14.8143 14.5870 0.97 0.94 0.98 0.97
20 19.5312 19.6282 19.7697 19.1189 0.99 0.98 0.98 0.96
25 24.4888 24.8875 24.3889 24.8760 0.99 0.99 0.97 0.99
30 29.1105 29.7962 29.8781 29.5834 0.98 0.99 0.99 0.99
35 33.7523 34.6472 34.8633 33.7604 0.98 0.98 0.99 0.96

Table 2. Eigenvalues and asymptotic results for example 3.1.
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Figure 2. Eigenfunctions of Example 3.8 for different values of n and α.

and 2. The first four eigenfunctions for different values of α are plotted in Figures 1 and 2.
It is well known that, the nth eigenfunction of classical Sturm-Liouville problem defined
on [0, π], has (n − 1) zero in interval (0, π). The graphs in Figures 1 and 2 indicate that
this result hold also for CSLP with jump conditions.

3.2. Uniqueness results
In this section, we propose three inverse problems corresponding to CSLP (3.1)-(3.3).

First, we state and prove uniqueness results using Weyl M -function. Second, we consider
one spectrum and corresponding norming constants. Finally, we study the inverse problem
using two spectra corresponding to two different set of boundary conditions. Define the
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Weyl M -function as

M(λ) = −v(0, λ)
∆(λ)

. (3.26)

Using (3.5) and (3.18), we find

M(λ) = 1√
−λ

+ O(λ−1), λ /∈ R+. (3.27)

Using S(x, λ) and u(x, λ) in (3.5) and (3.16), Wα(u(λ), S(λ)) = 1 and substituting v(x, λ),
we obtain

Φ(x, λ) := v(x, λ)
∆(λ)

= S(x, λ) − M(λ)u(x, λ). (3.28)

The function Φ(x, λ) is called the Weyl solution for Lα. Clearly

Wα(u(λ), Φ(λ)) = 1. (3.29)

Lemma 3.9. The function M(λ) is a meromorphic function and satisfies

Im(M(λ)) = Im(λ)∥Φ(λ)∥2
T

and we have

M(λ) =
∞∑

n=0

γn

λn − λ
, (3.30)

where that
∞∑

n=0

γn

1 + |λn|γ
< ∞, ∀γ >

1
2

.

Proof. Given two solutions u(x), v(x) of ℓαu = λu, ℓαv = λ̂v, respectively. Using (3.4)
and from the straightforward calculations, we get

(λ̂ − λ)
∫ x

0
u(t)v(t)r(t)dαt = Wα

(
u, v

)∣∣
x

− Wα
(
u, v

)∣∣
0.

Now choose u(x) = Φ(x, λ) and v(x) = Φ(x, λ) = Φ(x, λ), then

Wα(Φ(x, λ), Φ(x, λ))|x=π − 2Im(M(λ)) = −2Im(λ)
∫ π

0
|Φ(x, λ)|2r(x)dαx,

and observe that Wα(Φ(x, λ), Φ(x, λ))|x=π vanishes as x = π. Thus M(λ) can be repre-
sented as follows

M(λ) =
∫
R

dρ(t)
λn − t

,

where ρ is a Borel measure satisfies∫
R

dρ(t)
1 + |λ|γ

, ∀γ >
1
2

,

see [27] for more details. Note that by (3.26) the function M(λ) is meromorphic. It yields
that ρ is a pure point measurement that is supported at the poles with masses given by
negative residues. Therefore, the result from Lemma 3.2 is obtained. □

We are now ready to state the uniqueness results of the problems (3.1)-(3.3). For this
aim, we denote the problem of the form Lα and parameters h̃, H̃, ãi, b̃i, c̃i, d̃i with L̃α.
We denote by η and η̃ an object related to Lα and L̃α, respectively.

Theorem 3.10. If the M -functions M(λ) = M̃(λ) and r(x) = r̃(x) then Lα = L̃α. That
is, the Weyl M -function and weight function determined the problem Lα, uniquely.
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Proof. It follows from (3.18) and (3.28) that

|Φ(x, λ)| ≤ C|ρ|−1 exp
(−τ

α
xα
)

, |DαΦ(x, λ)| ≤ C exp
(−τ

α
xα
)

, (3.31)

as λ → ∞ along each beam except the positive real axis. We introduce a new matrix
T (x, λ) as follows

T (x, λ)
(

ũ(x, λ) Φ̃(x, λ)
Dαũ(x, λ) DαΦ̃(x, λ)

)
=
(

u(x, λ) Φ(x, λ)
Dαu(x, λ) DαΦ(x, λ)

)
.

Using (3.29), we find(
T11(x, λ) T12(x, λ)
T21(x, λ) T22(x, λ)

)
=
(

uDαΦ̃ − DαũΦ ũΦ − uΦ̃
DαuDαΦ̃ − DαũDαΦ ũDαΦ − DαuΦ̃

)
(3.32)

and (
u(x, λ)
Φ(x, λ)

)
=
(

T11(x, λ)ũ(x, λ) + T12(x, λ)Dαũ(x, λ)
T11(x, λ)Φ̃(x, λ) + T12(x, λ)DαΦ̃(x, λ)

)
. (3.33)

The entries Tjk(x, λ), j, k = 1, 2 are meromorphic functions with respect to λ and have
simple poles λn and λ̃n. Moreover, if M(λ) = M̃(λ) then using the Eqs. (3.28) and (3.32)
we see that the functions T11(x, λ) and P12(x, λ) are entire of order 1/2 with respect to
the λ. Using (3.31) we get

|T11(x, λ)| ≤ C, |T12(x, λ)| ≤ C

|ρ|
(3.34)

for λ /∈ R+. Moreover, by assumptions these functions grow with order s < 1/2. So, we can
apply the Phragmén-Lindelöf theorem (e.g., [15, Sect. 6.1]) the two half-planes bounded
by the imaginary axis. This indicates that the functions T11 and T12 are bounded on C
and by Liouville’s theorem, they are constant. The function T12 → 0 as ρ → ∞, hence
this function must be equal to zero. So, we obtain

T11(x, λ) = A(x), T12(x, λ) = 0.

Applying (3.33), we have

u(x, λ) = A(x)ũ(x, λ), Φ(x, λ) = A(x)Φ̃(x, λ). (3.35)

It follows from (3.7), Wα(u(λ), Φ(λ)) = Wα(ũ(λ), Φ̃(λ)) = 1 and so we deduce A(x) =
r̃(x)
r(x) = 1, that is, u(x, λ) = ũ(x, λ), Φ(x, λ) = Φ̃(x, λ), and v(x, λ) = ṽ(x, λ). Therefore
from (3.1), (3.3), (3.7), and (3.6) we calculate q(x) = q̃(x), a.e. on [0, π] and ai = ãi,
bi = b̃i, ci = c̃i, di = d̃i, h = h̃ and H = H̃. Consequently Lα = L̃α. □

Corollary 3.11. If λn = λ̃n and γn = γ̃n, for n = 0, 1, 2, ..., and r(x) = r̃(x) then
Lα = L̃α.

Proof. According to (3.30), the specification of the M(λ) is equivalent to the specification
of the {λn, γn}n≥0 (spectral data). Then M(λ) = M̃(λ). □

Finally, we consider the CSLP Lk
α such that in the problem (3.1)-(3.3) we replaced the

boundary condition L1(y) by

L′
1(y) =

{
Dαy(0) + k y(0) = 0, k ∈ R,

y(0) = 0, k = ∞.

The eigenvalues of the problem Lk
α are denoted {µn}n≥0.

Corollary 3.12. If λn = λ̃n and µn = µ̃n for n = 0, 1, 2, . . ., and r(x) = r̃(x) for k ̸= h,
then Lα = L̃α.
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Proof. First we verify the case k = ∞. By virtue of (3.26) the poles and zeros of M(λ)
coincide with the spectra of Lk

α and Lα, respectively. Thus the function M(λ) can be
constructed using two spectra λn and µn, uniquely. In the case k ∈ R, the Weyl function
defined in (3.26) and (3.27) is replaced with M(λ) + (k − h)−1. Since h = h̃ and k = k̃, it
follows Lα = L̃α. □

Now, in the following theorem we extend the Hochstadt-Lieberman [9] and Hald’s [8]
Theorems for the conformable Sturm-Liouville problem. The case α = 1 yields to the
Theorem 4.5 in [25].

Theorem 3.13. If λn = λ̃n, r(x) = r̃(x), L1 = L̃1, q(x) = q̃(x) for a.e. x < π
2 and

Ui = Ũi, Vi = Ṽi for all i with di < π
2 , then Lα = L̃α.

Proof. Using the Hadamard factorization theorem, we get

Wα(ũ, ṽ) = K Wα(u, v) (3.36)

for some constant K, which can be determined from the asymptotic form of (3.15) as
λ → ∞:

K =
∏

i:di≥ π
2

α̃i

αi
̸= 0.

By assumptions, we conclude that u = ũ for x < π
2 . Applying in (3.36), we obtain the

following fractional differential equation
Dαu

u
= Dα(ṽ − Kv)

(ṽ − Kv)
, x <

π

2
.

Taking α−integration, we get

ṽ(x, λ) = K v(x, λ) + F (λ)u(x, λ), x <
π

2
.

The function F (λ) is entire and the order of it is at most 1
2 . Since by asymptotic forms in

Theorem 3.4 u, v and ṽ are entire functions, the limit of F (λ) for x → π
2 − is

F (λ) =
ṽ(π

2 −, λ) − Kv(π
2 −, λ)

u(π
2 −, λ)

= K
v(π

2 −, λ)
u(π

2 −, λ)

(
ṽ(π

2 −, λ)
Kv(π

2 −, λ)
− 1

)
.

Using the asymptotic forms of the expression in parenthesis, we see that this is bounded
and vanishes for along every ray different from the positive real axis, while the first part
of F (λ) is bounded by the asymptotic form of (3.12) for u and the analogous for v. The
Phragmén-Lindelöf Theorem concludes that F (λ) must be identically zero. Thus we have

ṽ(x, λ) = Kv(x, λ). (3.37)

We rewrite the equation (3.28) for v, △(λ) and ṽ, △̃(λ) as follows
v(x, λ)
∆(λ)

= S(x, λ) − M(λ)u(x, λ), ṽ(x, λ)
∆̃(λ)

= S̃(x, λ) − M̃(λ)ũ(x, λ). (3.38)

By assumptions, for x < π
2 we have S = S̃, u = ũ and by (3.36) △̃(λ) = K △ (λ).

Substituting this relations and (3.37) in (3.38), we get that M(λ) = M̃(λ) and the proof
is completed using Theorem 3.10. □
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