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Graphical Abstract 

It was observed that when the corpus capacity increased, the proposed approach gave more precise results. The 

results obtained by improving the LM are visualized in Figure. 

 

Figure. LM optimization results. 

Aim 

In this study an LM optimization has been performed which can model long dependencies and provide better results 

for AM output.  

Design & Methodology 

In the proposed method, instead of a fixed word sequence obtained from the Markov assumptions, the probability of 

the word sequence forming a sentence was calculated.  

Originality 

The proposed method has been tested on both statistical and Artificial Neural Network (ANN) based LMs.  

Findings 

According to the experimental results obtained from statistical-based LM, 0.5% WER increases for the METU corpus, 

1.6% WER decreases for the Bogazici corpus, and a 2.5% WER decrease for the HS corpus were observed. In the 

Feedforward Neural Networks (FNN) based LM, WER decreases were observed 0.2% for the METU corpus, 0.8% 

for the Bogazici corpus, and 1.6% for the HS corpus.  

Conclusion 

As a result, when the proposed method was applied to the LMs required for ASR, WER decreased, and the total 

performance of ASR increased. 
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ABSTRACT 

The current Automatic Speech Recognition (ASR) modeling strategy still suffers from huge performance degradation when faced 

with languages with limited resources such as Turkish. Especially when the Language Model (LM) does not support the Acoustic 

Model (AM) sufficiently, the Word Error Rate (WER) increases. Therefore, a robust LM makes a strong contribution to improving 

ASR performance by generating word relations from the existing corpus. However, developing a robust language model is a 

challenging task due to the agglutinative nature of Turkish. Therefore, within the scope of the study, a sentence-level LM 

optimization method is proposed to improve the WER performance of Turkish ASR. In the proposed method, instead of a fixed 

word sequence obtained from the Markov assumptions, the probability of the word sequence forming a sentence was calculated. A 

method with n-gram and skip-gram properties is presented to obtain the word sequence probability. The proposed method has been 

tested on both statistical and Artificial Neural Network (ANN) based LMs. In the experiments carried out using, not only words 

but also sub-word level, two Turkish corpora (METU and Bogazici) shared via Linguistic Data Consortium (LDC) and a separate 

corpus, which we separate corpus that we specially created as HS was used. According to the experimental results obtained from 

statistical-based LM, 0.5% WER increases for the METU corpus, 1.6% WER decreases for the Bogazici corpus, and a 2.5% WER 

decrease for the HS corpus were observed. In the Feedforward Neural Networks (FNN) based LM, WER decreases were observed 

0.2% for the METU corpus, 0.8% for the Bogazici corpus, and 1.6% for the HS corpus. Also, in the Recurrent Neural Network 

(RNN)-Long Short Term Memory (LSTM) based LM, WER decreases were observed 0.6% for METU corpus, 1.1% for the 

Bogazici corpus and 1.5% for the HS corpus. As a result, when the proposed method was applied to the LMs required for ASR, 

WER decreased, and the total performance of ASR increased. 

Keywords:  Turkish Automatic speech recognition, Turkish language model, Turkish language model score optimization, 

Turkish corpus.

1. INTRODUCTION 

People want to communicate with machinery or 

electronic devices by using their mother tongues. To 

fulfill this request, speech must be recognized by 

machinery or electronic devices. Automatic Speech 

Recognition (ASR) systems are being developed for this 

purpose, and their areas of usage are expanding every 

day. ASR is a technology that converts words spoken by 

people into computer-readable text [1]. ASR systems are 

frequently used to manage devices in automobiles [2], to 

control frequently used applications such as media 

players [3], and various applications in embedded 

systems [4] with speech. In a classical ASR architecture, 

there are essential components, such as Speech 

Processing, Decoder, Acoustic Model (AM), and 

Language Model (LM) (Figure 1). Although the 

combined use of these components increases the 

complexity of ASR systems, it has a significant impact 

on Word Error Rate (WER) [5]. 

 

 

 

 

 

Fig. 1. The general architecture of the ASR system 

 

During the Speech Processing phase, which is the first 

entry point of the ASR system, feature extraction is 

performed from the audio signal [6]. Feature extraction 

is performed to distinguish speech from other speeches 

and speakers. Due to the nature of the act of speech, each 

speech has distinctive individual characteristics 

integrated into the speech information [7]. Different 

feature extraction techniques help to obtain these unique  
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features. For example, Mel Frequency Cepstral 

Coefficient (MFCC) is a feature extraction technique 

commonly used in speech recognition systems [8]. The 

frequency bands are logarithmically located in the 

MFCC. The method of MFCC calculation is based on 

short-term analysis. To extract the cepstral coefficients, 

the speech sample is taken as input and a Hamming 

window is applied to minimize the discontinuity of the 

signal. Another method used as an alternative to MFCC 

is Linear Predictive Coding (LPC). LPC is used to 

estimate the basic parameters of speech [9]. The main 

idea behind LPC is that a speech feature can be predicted 

as a linear combination of past speech examples [10]. 

Decoder, one of the other components of ASR, converts 

the feature vectors obtained by using AM and LM into 

phoneme sequences. The AM and LM components are 

each models produced with different training data. The 

AM component provides detailed information on the 

acoustic environment, phonetics, microphone and 

environmental variability, gender, and dialectical 

differences among speakers [11]. In acoustic modeling, 

firstly, the posterior probability of the phoneme within a 

given time signal is calculated. The phoneme order can 

be matched with the Hidden Markov Model (HMM) 

Triphone structure one-to-one. In general, the alignment 

of the phonemes is obtained by using the standard 

Gaussian distribution [12].  

The speech signal given as input to the ASR system 

generates an output using AM. AM can also be developed 

with an Artificial Neural Network (ANN) instead of 

HMM [13]. In the ANN-based AM, the posterior 

probability of phonemes is independent for each window. 

This independence means that the phonemes in a word 

are separate from each other. The probability of 

observation of each HMM state is calculated by using 

Gaussian mixtures. The information produced at the AM 

output is phoneme sequences. The resulting phonemes 

are converted into word form by a dictionary. The 

resulting words are sent to an LM for evaluation [14]. 

The LM provides information on which words in a 

phoneme sequence form a possible word sequence, and 

which words will co-usability [15]. In the process of 

evaluating the AM output with the LM, a search is 

performed on the LM [16]. The complexity of the search 

algorithm to be used in ASR systems is directly related 

to the constraints imposed by the LM and the specified 

search area. The effect of different language models, 

including finite status information and n-grams, directly 

affects the deciphering result. 

The success of HMM-based speech recognition systems 

is more dependent on LM than AM. In ANN-based ASR 

systems, some of the load on the LM is transferred to 

AM. However, a robust LM still affects ASR 

performance directly. Therefore, to obtain an ASR 

system with a low WER, the development of a robust 

language model is necessary. 

When the literature is examined, it has been seen that 

many studies have been done on ASR for different 

languages. However, studies related to Turkish could not 

be carried forward due to low resources. Most of the 

studies on Turkish are focused on low resource problems 

and the overall success of the system was aimed to be 

increased [17–20]. However, most studies on LM have 

focused on the effect of the LM dimension on ASR [21–

25]. The results show the necessity of large-scale LMs 

specifically for agglutinative languages such as Turkish. 

However, detecting different probabilities through LMs 

presents numerous challenges. Corpus deficiency, 

agglutinative structure, and irregular placement of words 

are some of these challenges for Turkish. 

It has been seen in the literature that different techniques 

are used to determine the probabilities in LM. For LM, 

the n-gram based modeling method is generally has been 

used [26]. Markov assumptions are used in n-gram based 

LMs. In general, the probability is calculated by taking 

the past 2 to 4 word orders into consideration. However, 

the n-gram based LM cannot model clearly the word 

order in long sentences. This is because the limited past 

is reviewed through n-grams. ANN-based LMs have 

been developed to address this problem [26]. Since 

ANN-based language models do not use Markov 

assumptions, long dependencies in words can be modeled 

[27–29]. ANN-based LMs generally perform better than 

n-gram based LMs [30]. The major advantage of ANN 

LMs is that they predict word sequence probabilities in a 

continuous space. To improve the performance of ANN-

based LMs, specific improvement techniques such as 

Dropout [31], Bayesian performance improvement [32], 

and bidirectional neural network [33] have been 

proposed. All these techniques have provided limited 

performance improvements in Turkish ASR applications 

[33]. The main reason for this is the agglutinative 

language structure of the Turkish Language [34]. With an 

agglutinative language structure, many long sentences 

can be formed. Analyzing that many words in retrospect 

lead to computational complexity. Thus, the offered 

methods or approaches must necessarily pay attention to 

two issues. The first is to benefit from a lot more words 

used in the past. The second is to reduce the 

computational complexity. 

In this study, a method has been proposed to improve the 

required for Turkish ASR systems LM’s N-best lists. In 

the proposed method, skip-gram and n-gram properties 

were used together. Statistical and ANN-based LMs have 

been created to test the success of the proposed method. 

Also, both wordlevel and subword-level LMs were used 

in the experiments. The experiments on created LMs 

were done on two Turkish corpora (METU and Bogazici) 

shared via Linguistic Data Consortium (LDC) as well as 

a separate corpus (the HS corpus) specifically prepared 

for this study. The METU and Bogazici corpora are 

inadequate for such a rich and agglutinative language, 

such as Turkish. Therefore, a unique corpus was prepared 

that could be sufficient to optimize the recognition errors 

at the Turkish ASR output. The effect of corpus size has 

been clearly demonstrated using different corpora. LM 

was developed with statistical and ANN-based 
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approaches and thereby the effects of different methods 

were demonstrated. As a result, when the proposed 

method was applied to LMs, WER decreased, and the 

total performance of ASR increased. 

 

In Section 2 of this study, the working method of the LM 

for ASR structure is explained. The structure of the 

proposed model and the working process is described in 

detail in Section 3. The development of the Turkish ASR 

system and the experiments performed to observe the 

contribution of the proposed method are explained in 

detail in Section 4. The evaluation of the results, 

problems encountered, and the studies that can be carried 

out to solve these issues are presented in Section 5. 

 

2. LANGUAGE MODELLING FOR ASR 

LM is one of the most critical components of an ASR 

system. There is a deep relationship between AM and 

LM. The task of AM and LM used in ASR systems is 

described in detail in Equation 1 [35]. 

Equation 1 gives the corresponding word sequence in the 

speech recognition system for the acoustic phoneme or 

feature vector sequence 𝑋 =  𝑋1, 𝑋2, … , 𝑋𝑛. The 

maximum posterior probability expressed in Equation 1 

has the value 𝑃(𝑊|𝑋). 𝑃(𝑊) and 𝑃(𝑋|𝑊) components 

are comprised of the probabilistic quantities calculated 

by language modeling and acoustic modeling. Since there 

is a wide range of words in ASR systems with an 

extensive vocabulary, it is necessary to break one word 

into a word sequence [36]. Their LMs use a statistical-

based approach to predict the formation of a word 

sequence. 

W = arg maxP(W│X) = arg max P(W)P(X|W) (1) 

2.1. Statistical-Based Language Modeling 

The task of LMs is to find the probabilistic sequence of 

the words by means of the statistical information 

obtained from the training corpus (𝑤1
𝑛 = 𝑤1 … 𝑤𝑛). The 

conditional probability of each word is statistically 

calculated as in Equation 2 [37]. 

P(𝑤1
𝑛) = P(𝑤1). P(𝑤2|𝑤1) … P(𝑤𝑛|𝑤1

𝑛−1) =  ∏ 𝑃(𝑤𝑖|𝑤1
𝑖−1)

𝑛

𝑖=1

 (2) 

Conditional probabilities do not produce reliable results 

in cases requiring long dependencies. Therefore, the real 

probability of a 𝑤1
𝑖−1 sequence of 𝑤1

𝑖−1 words 𝑤𝑖+𝑛−1
𝑖−1  is 

approached depending on the definition of its expression 

instead of its sequence. In the statistical language model, 

words are dependent on the past word group. The number 

of words in the past that are taken into consideration is 

expressed by the n-gram language model. N-gram 

probabilities calculate a certain n-gram formation in the 

text corpus. The resulting value is 𝑛 − 1 estimated by 

dividing that value by the number of all n-grams starting 

with the same sequence of words. This operation is 

shown in Equation 3. 

𝑃(𝑤𝑛|𝑤𝑛−1, 𝑤𝑛−2, … 𝑤𝑛−𝑁+1) =
𝐶(𝑤𝑛−𝑁+1, … 𝑤𝑛−1, 𝑤𝑛)

∑ 𝐶(𝑤𝑛−𝑁+1, … 𝑤𝑛−1, 𝑤𝑖𝑤𝑖
)
 (3) 

The main problem in n-gram language modeling is that 

ASR performance decreases when the corpus size is 

small. If the training corpus is small, minimal 

probabilities can be assigned to a lot of the word 

sequences. In the decoding stage, minimal probabilities 

are often artificially increased to increase success. 

Each language has a nature and structure of its own. Also, 

each language has a productivity structure different from 

others. Therefore, separate LMs should be created for 

each different language. However, on LM required for 

ASR, studies have been mostly conducted on English 

LMs. It is possible in theory and practice to form a 

dictionary of the morphological forms of the words in 

English. However, this process is almost impossible for 

agglutinative languages such as Turkish [38,39]. The 

increase in the number of words resulting from the 

morphological productivity of the language directly 

affects the language model. In this case, the success rate 

of ASR will decrease when statistical LM is developed 

with a low resource corpus. 

In the literature, the use of skip-gram has been suggested 

to overcome the disadvantage of corpus deficiency [40]. 

The skip-gram model presented by Mikolov et al. aims to 

find the best word representations in predicting the words 

surrounding a target word. The process used to achieve 

this goal is demonstrated as in Equation 4. 

1

𝑇
 ∑( ∑ log 𝑃 (𝑤𝑡 + 𝑗|𝑤𝑡)

−𝑐≤𝑗≤𝑐,𝑗≠0

)

𝑇

𝑡=1

           (4) 
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𝑤1, 𝑤2, … , 𝑤𝑡 in Equation 4 refers to the words in the 

training corpus, and c refers to the size of the frame 

around the target word. With the representation of 𝑤𝑡 , the 

set of content words to be estimated [40] is calculated. 

However, n-gram and skip-gram-based LMs cannot 

model the order of words in long sentences. Because by 

n-grams, a limited history is observed whereas by skip-

grams, the word coming after a certain skip value is 

observed. Therefore, ANN-based LMs have been 

developed to model the sequence of words in long 

sentences [26]. 

 

2.2. Neural Network-Based Language Modeling 

Since ANN-based language models use continuous-

space representation, long dependencies in words can be 

modeled. ANN general structure is composed of 3 layers. 

These layers are the input layer, the hidden layer(s), and 

the output layer. The hidden layer lies between the input 

layer and the output layer. An ANN may have one or 

several hidden layers of neurons. Except for input nodes, 

neurons in each layer use a nonlinear activation function. 

Multiple layers and nonlinear activation distinguish 

multilayer ANN from a single layer ANN. Multilayer 

ANN can identify data that is not linearly separable. 

The proposed method was applied to different ANN 

models. It was first used to Feedforward Neural 

Networks (FNN) architecture. In the FNN, all layers are 

connected, and the output of the artificial neuron in one 

layer becomes the input unit of a neuron in the next layer. 

The input layer communicates with the external 

environment, giving the sample to the neural network. 

The data is sent to hidden layers from the input layer, and 

after applying operations on the data in the hidden layer, 

they are sent to the output layer. FNN may not only have 

one output neuron but more than one, too. The number of 

neurons in the output layer should be directly related to 

the type of neural network [41]. Figure 2 shows an FNN 

structure. 

 

Fig. 2 General FNN structure [42] 

 

To use the FNN for prediction purposes, the system must 

be trained. FNN generally utilizes a supervised learning 

technique called backpropagation for training. The 

training of the FNN is to determine the values of the 

connection weights between the layers to make the best 

prediction. Initially, the weight values are assigned 

randomly. The FNN then changes the weight values 

according to the learning algorithm used. Learning is a 

two-step process. At the first stage, the output produced 

by the neural network is determined for the sample 

shown. In the second stage, this output value is changed 

according to the weight of the connections. When the 

network reaches the correct weight values, it allows the 

samples to generalize about the event they represent. 

The proposed method has also been tested on a different 

ANN structure, the Recurrent Neural Network (RNN). 

Recently, RNN has produced successful results in many 

fields of application, such as speech recognition, 

language modeling, and image analysis [43]. The main 

idea in RNN is that previous information can be used at 

the next steps of the network. This structure is generally 

applied to problems that can be solved dependent on the 

past. Sometimes we might need the information of only 

a few steps back in an input series. For example, for a 

language model to predict the missing word in the 

sentence “Bugün kar yağışı var ve - çok soğuk,” it is 

necessarily necessary to look at a few words in the past. 

In this case, a statistical language model construct can be 

used. However, in the sentence, “ben Türkiye’de 

yaşıyorum ve yıllardır ... Türkçe’yi de iyi 

konuşabiliyorum,” for the model to predict the word 

“Türkçe’yi,” the word “Türkiye’de,” which comes 10-15 

words before it, must be remembered by the model. In 

such uses, the model must have information on a long 

history and not forget this information. In this case, as 

RNNs can model longer past word dependencies can be 

preferred. However, as the distance between the first 

input and the last input increases, RNNs begin to forget 

the information they have seen in the past. Theoretically, 

RNNs should remember such long dependencies. In 

actual use, however, this is not always true, and the model 

tends to become forgetful at long inputs. Long Short 

Term Memory (LSTM) units have been proposed to 

solve this problem [41]. LSTM is used to remember long-

term dependencies and thus obtain context-aware neural 

networks (Figure 3). 

 

Fig. 3 LSTM structure [44] 

 

Figure 3 shows the structure of the LSTM unit, where the 

repeated modules represent the hidden layer in each 

iteration. Each hidden layer contains a number of 

neurons. Each neuron performs a linear matrix 

calculation on the input vector and then outputs the 

corresponding results after the nonlinear action of the 

activation function. In each iteration, the output of the 

previous iteration interacts with the next word vector of 
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the text, determining the preservation or abandonment of 

the information and the update of the current state. 𝑋𝑡 is 

the input of the hidden layer in this iteration. According 

to the current state information, the predicted output 

value of the hidden layer is obtained, and the output 

vector ht is provided for the next hidden layer at the same 

time. Whenever there is a new word vector input in the 

network, the output of the hidden layer at the next 

moment is calculated in conjunction with the output of 

the hidden layer at the last moment. The hidden layer 

circulates and keeps the latest state [44]. 

Several studies in the literature have reported an 

improvement in the performance when LSTM units are 

used in combination with RNN [45–47]. Another 

structure similar to the LSTM structure is called Gated 

Recurrent Units (GRU). In the study conducted by Irive 

et al. in 2016, LSTM and GRU approaches were 

compared for the same task and similar results were 

obtained [23]. Therefore, the proposed method was 

developed with an RNN having an LSTM structure. 

 

3. PROPOSED METHOD 

In the proposed method, the skip-gram feature was used 

to calculate the number of distant context words. The 

skip-gram can be looked back further by skipping certain 

words. For example, in the sentence “teknoloji öğrenmek 

en büyük hedeftir” (“learning technology is the greatest 

goal”), the word “hedef” (“goal”) is defined as the end of 

the sentence. In this case, when the 1,2,3-skipgram 

procedure is applied, the words “en büyük” (“the 

greatest”) refer to the skipped words. In order to reduce 

the complexity for the testing process of the proposed 

method, Skip-gram value was determined as 1. Basically, 

after a given k-skip value, the n-gram procedure was 

performed of the proposed method. The proposed method 

was applied to the Turkish ASR system. Besides, the 

effect of corpus change on the proposed method was 

demonstrated. In the experiments performed, 

interleaving was experienced in low-grade models and 

corpus inadequacy was encountered in high-grade 

models. 

When modeling the proposed method, a marker was 

added both at the end and the beginning of the sentence. 

These markers represent the beginning and the end of the 

sentence. For this reason, the number of words was 

processed as 𝑛 + 2. Fundamentally, the model was 

produced by two different approaches. In the first 

approach, a probability obtained from n consecutive 

sequences was calculated. In the second approach, a 

probability value was calculated after the skipping 

procedure. LM was prepared by considering Equations 5 

and 6 and applied to the Turkish ASR system. 

𝑆(𝑥) = 𝑃𝑘(𝑥).
𝑃𝑘+1(𝑥)

ℎ𝑘
0(𝑥)

 .
𝑃𝑘+2(𝑥)

ℎ𝑘+1
1 (𝑥)

… .
𝑃2𝑘−1(𝑥)

ℎ2𝑘−2
𝑘−2 (𝑥)

 
           (5) 

 

𝑆(𝑥) = 𝑃𝑘(𝑥). ∏
𝑃𝑖+𝑘+1(𝑥)

ℎ𝑖+𝑘
𝑖 (𝑥)

𝑘−2

𝑖=0

            (6) 

Equations 5 and 6 represent a sentence consisting of 𝑛 

words. Since we add a marker to the beginning and the 

end of the sentence, the boundary in the equations was 

determined as (𝑘 ≥. In Equation 5, 𝑆(𝑥) indicates the 

regular LM score of x, 𝑃𝑘(𝑥) indicates the S probability 

derived from the k-th value. 𝑖 + 𝑘(𝑥) in Equation 6 

indicates the probability derived from the i-skip- (i+k)-

gram model. Equations 5 and 6 are combined to obtain 

the logarithm and so Equation 7 is obtained. 

log 𝑆(𝑥) =  ∑(log 𝑃𝑖+𝑘+1(𝑥) − log ℎ𝑖+𝑘
𝑖 (𝑥)) +  log 𝑃𝑘(𝑥)

𝑘−2

𝑖=0

            (7) 

Equation 7 can be regarded as an interpolated 

optimization algorithm in the log domain. Unlike 

conventional interpolated optimization algorithms, 

higher grade Markov assumptions and skip-gram features 

were used. Besides, a sentence-level interpolation was 

applied to the log domain. The purpose of the proposed 

approach is to model long dependencies. In the Turkish 

Language, sentences can be produced in long and 

different patterns. Therefore, the skip-gram procedure 

can help to model long dependencies. Our underlying 

assumption is that the proposed method is more reliable 

than the n-gram model. To explain this assumption, it is 

necessary to examine the structure of the Turkish 

Language. The Turkish Language has certain 

characteristics by nature. These are as follows: 

• Turkish is an agglutinative language. (root -

𝑠𝑢𝑓𝑓𝑖𝑥1, 𝑠𝑢𝑓𝑓𝑖𝑥2, … , 𝑠𝑢𝑓𝑓𝑖𝑥𝑛  ) 

Sunum (root) – da – ki – ler [The ones at the presentation 

(root)] 

Çekoslavakya (root) –lı –laş –tır –a –ma –dık –lar – ı –

mız –dan [One of the people we could not turn into a 

Czechoslovakian (The root in Turkish corresponds to 

"Czechoslovakia")] 

• Turkish is a language with free word order and 

sequence. (The underlined word represents the 
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target word and the bold word represents the past 

information.) 

Ben öğretmene raporu verdim [I gave the teacher the 

report] 

P(W) = P(ben)P(öğretmene | ben) …. P(verdim | raporu) 

Öğretmene raporu ben verdim[I gave the report to the 

teacher] 

P(W) = P(öğretmene)P(raporu | öğretmene) …. P(verdim 

| ben) 

Ben raporu öğretmene verdim [I gave the report to the 

teacher] 

P(W) = P(ben)P(raporu | ben) …. P(verdim | öğretmene) 

 

The characteristics mentioned above make it difficult to 

make a precise prediction under conditional probabilities 

in Turkish’s. Let us assume we use a method that makes 

the maximum probability estimation for the language 

model. In this case, the best n hypothesis may not 

produce accurate results due to the different word 

combinations and the stated characteristics of the Turkish 

Language. According to the best n hypothesis; 

 

• Futbol maçı gitti 0.55 (1) [Football game went] 

• Futbol maçına gitti 0.53 (2) [(S/he) Went to a/the 

football game] 

• Futbol maçı sordu 0.16 (3) [Football game asked] 

 

The best result is the first result with a value of 0.55; 

while the correct result is the second one. This 

conditional probability can be changed. Equations 2, 5, 

and 6 indicate that conditional probabilities can be 

changed. Here, the 𝑃(𝑤2|𝑤1) conditional probability has 

been replaced with 𝑃(𝑤2|𝑤1). 𝑃(𝑤2|⟨/𝑥⟩𝑤1)/
𝑃(𝑤2|⟨/𝑥⟩). Briefly, the modeling of the past in LM is 

based on the 〈/x〉 procedure. However, in 𝑃(𝑋|𝑤1) 

conditions, the replacement of the 𝑤2 the condition with 

the 𝑋 condition can be explained with the fact that the 𝑋 

condition is more frequently observed than the 𝑤2 

condition in the education corpus. The probability of the 

𝑃(𝑤2|𝑤1) condition is higher than the probability of the 

𝑃(𝑋|𝑤1) condition. By its very nature, the Turkish 

Language allows for long dependencies. In this case, it 

should be noted that the 𝑃(𝑤2|⟨/𝑥⟩𝑤1) the operation will 

yield higher conditional probability results. 

Theoretically, longer dependencies provide more 

specific semantic information about the correct words. 

Therefore, it is crucial to model long dependencies. 

The application of the proposed method to the LM in a 

real Turkish ASR system presents specific difficulties. 

One of these difficulties is that there are more calculation 

operations involved in this approach than in other 

procedures. Particularly at the training and testing stage, 

selecting the k value higher necessitates the 2𝑘 − 1 

model to regulate a 𝑘 + 𝑡𝑛 model. A single model is was 

used to represent the proposed method, ignoring the 

computational complexity (Equation 8). 

𝑆(𝑥) =  ∏ 𝑃(𝑤𝑗|𝑤𝑗−𝑘+1
𝑗−1

)

𝑛+1

𝑗=1

            (8) 

In Equation 8, the 𝑋 operator aims to take out a word of 

the position n. For example, the 𝑋3𝑤1
4 the expression will 

produce the 𝑤1𝑤2𝑤4 output. Thus, results regarding the 

re-evaluation of n-best lists are obtained. The proposed 

method has been applied to statistical, FNN and RNN 

based language models. 

 

4. DEVELOPMENT OF THE TURKISH ASR 

SYSTEM 

In this study, the Kaldi toolkit was used in the 

development of the Turkish ASR system. Kaldi is an 

open-source toolkit for speech recognition applications 

written in C ++ and licensed under the “Apache License 

v2.0” [48]. The Kaldi toolkit is connected to two external 

libraries. The first one is “OpenFst,” which is used for the 

finite-state frame, and the other is the digital algebra 

library. The digital algebra library is divided into two as 

“BLAS” and “LAPACK”. The code snippets and 

libraries prepared in Kaldi are called by the scripting 

language to create and run the ASR system. 

A Turkish ASR system was developed using the 5.0 

version of the Kaldi toolkit. A hybrid 3-layer LSTM was 

trained using the cross-entropy criterion for the acoustic 

model. The main LM was prepared as 3-gram. SRI 

Language Modeling Toolkit (SRILM) was used in the 

development of the model [49]. SRILM is a toolkit for 

building and applying statistical LMs, primarily for use 

in speech recognition, statistical tagging and 

segmentation, and machine translation. ANN-based LMs 

were developed using Microsoft Cognitive Toolkit 

(CNTK) toolkit [50].  

 

4.1. Preparation of the Corpus 

The Turkish speech data set [51] prepared by Bogazici 

University in 2012 and presented by LDC, the Linguistic 

Data Consortium, and METU 1.0 sound corpus provided 

by METU were used for training and testing processes of 

the ASR system [52]. Also, a new corpus was used to 

exhibit the performance of the method we propose more 

clearly (HS Corpus) [53]. The corpus information is 

given in Table 1. 

The Mel frequency scale was used in feature extraction 

operations. The Mel frequency cepstral coefficient 

(MFCC) is a feature extraction technique commonly used 

in speech recognition systems [45]. The frequency bands 

are logarithmically located in the MFCC. The MFCC 
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calculation is based on the short-term analysis. In this 

study, for MFCC feature extraction, speech signals were 

divided into overlapping segments, and each segment 

was windowed. Each segment’s length is 25 ms, and the 

overlapping ratio was taken as 40%. We calculated 13 

MFCCs per segment using a Mel-scaled filter bank with 

23 triangular filters distributed between 20 and 16,000 

Hz. 

Table 1. Turkish Corpus Information 

Corpus Name Duration in 

Hours 

Total Number of 

Utterances 

Number of Words Number of Unique Words 

METU  6.89 8.021 37.162 10.779 

Bogazici  91.44 82.331 658.709 56.536 

HS  350.00 565.760 2.976.665 252.068 

4.2. Improvement of the Language Model 

After the ASR system was prepared, the effect of LM on 

ASR performance was evaluated. There are several 

measurement methods available to evaluate ASR 

performance. The most accurate way of measurement is 

to assess the differences between the hypothesis and the 

reference word. Perplexity, which is used to compare 

probability models, was not used in this study. The 

primary purpose of the study is to evaluate the ASR 

system as a whole. For this reason, the evaluation process 

was carried out on WER in this study. WER was 

calculated as in Equation 9. 

𝑊𝐸𝑅 =
𝐷 + 𝑆 + 𝐼

𝑁
𝑋 100 

           

(9) 

In Equation 9, N represents the total number of symbols 

in the reference word, D represents the number of deleted 

symbols in the hypothesis concerning the reference word, 

S represents the number of changed symbols, and I [54] 

describes the number of additional symbols. 

The main LM was developed as 3-gram to determine the 

WER ratio at the ASR output. Then, the n-best lists of the 

main LM were revised, and WER was calculated. Firstly, 

Kneser-Ney smoothing algorithm, which is the most 

basic algorithm, was used for this process [55]. With 

Kneser-Ney smoothing, the n-best lists of the language 

model in the ASR system were updated. This process was 

carried out via bi-gram. There was no word restriction for 

LM. The number of words used is shown in Table 1. 

Table 2 demonstrates the obtained WER results after the 

main LM and n-best update. 

 

 

Table 2. WER results for Turkish ASR with Statistical LM Structure 

Corpus Name 3-Gram LM Bi-Gram Proposed Method 

METU Corpus 64.5 63.5 65.0 

Bogazici Corpus 22.6 21.3 21.0 

HS Corpus 18.7 16.5 16.2 

 

The 3-gram LM shown in Table 2 represents the n-gram 

based LM used in the ASR system. Bi-gram is the value 

obtained as a result of the Kneser-Ney smoothing 

process. The Proposed Method is explained in detail in 

Chapter 3. Briefly, 1-skip-2-gram represents the LM 

process. When the effects were examined, it was seen 

that the application of the proposed method in the ASR 

system developed using the METU corpus increased 

WER. The reason for this is that there are a lot of 

sentences composed of two or three words in the corpus. 

The purpose of the proposed method is to make more use 

of past information. When the other corpora were 

examined, it was found that the HS corpus gave better 

results in terms of both capacity and the fact that there are 

long sentences in its content. 

The effect of the proposed method on different LMs was 

also investigated. Therefore, a 3-gram and FNN-based 

LM have been developed. The proposed method was 

developed as 1-skip-3-gram and 2-skip-4-gram. As in the 

statistical language model, there was no word limit. The 

corpora described in detail in Table 1 were used. The 

class-based output layer was used to reduce the training 

time of the FNN based model. The FNN model was 

designed to have two hidden layers. FNN LM structure 

was interpolated with the 3-gram LM developed as a 

basis. Table 3 demonstrates the effect of the proposed 

method on the LM structure prepared with FNN. 

 

 

Table 3. WER results for Turkish ASR with FNN LM Structure 

Corpus Name 3-Gram LM FNN Proposed Method Proposed Method* 

METU Corpus 64.5 63.0 62.4 63.9 

Bogazici Corpus  22.6 20.8 20.0 19.7 

HS Corpus 18.7 16.0 15.6 14.4 
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In Table 3, the Proposed Method* represents the 2-skip-

4-gram. When the performance rates are reviewed, it is 

seen that the best WER result was obtained by the 

Proposed Method*. As shown in Table 3, the METU 

corpus gives better results than the proposed method in 

the FNN modeling. The best WER result was obtained 

with the HS corpus. This result can be explained 

essentially with two conditions. The first is that the main 

LM contains values that are closely matched with the LM 

developed by the proposed method. The other is that the 

training process is more successful with the HS corpus 

data. 

The proposed method for LM is modeled with n-gram 

and FNN, which are frequently used in the literature. 

However, it has been shown in the research that the RNN 

structure used together with LSTM gives successful 

results for the LM [20, 56, 57]. Therefore, the proposed 

method was finally tested on the RNN-LSTM structure. 

Similar to FNN, there was no limit in word length. A 

class-based approach was used to speed up the training 

process. On the encoder side of the RNN-LSTM 

structure, a 7-layer RNN-LSTM was found, and the 

number of units of the LSTMs was determined to be 512. 

On the decoder side, there is an RNN-LSTM network 

with 7 layers and 512 dimensions. The developed RNN-

LSTM LM used the corpus in Table 1. The proposed 

method was applied to the RNN-LSTM structure, and the 

results obtained are given in Table 4. 

 

 

Table 4. WER results for Turkish ASR with RNN-LSTM LM Structure 

Corpus Name 3-Gram LM RNN-LSTM Proposed Method Proposed Method* 

METU Corpus 64.5 62.8 62.2 64.6 

Bogazici Corpus  22.6 20.3 20.1 19.2 

HS Corpus 18.7 15.8 14.9 14.3 

As shown in Table 4, the proposed method provided 

successful results also in the RNN-LSTM structure. It 

was observed that when the corpus capacity increased, 

the proposed approach gave more precise results. The 

results obtained by improving the LM are visualized in 

Figure 4. 

 

 

 

Fig. 5. LM optimization results. 

 

As shown in Figure 4, the proposed method provided 

successful results on the LMs. Not only word-based LMs 

were used in the experiments. LMs that use sub-word 

levels have been developed to more clearly demonstrate 

the success of the proposed method. Experimental results 

of LMs using RNN-LSTM based sub-word level were 

also added to our study. The results of the experiments 

using the proposed method, word, and sub-word level are 

given in Table 5. 

 

 

As seen in Table 5, the use of the sub-word level 

improves LM. This is true for the three corpora used in 

the experiments. The proposed method was not tested at 

the sub-word level. The reason for this is that the skip 
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operation gives negative results in the units that make up 

the words. Briefly, if a unit that creates the word is 

skipped or replaced, the meaning of the word is broken. 

For this reason, the proposed method was not used for 

sub-word level tests. Nevertheless, the proposed 

method* gave the best results in a relatively large corpus. 

Table 5. WER results for Turkish ASR with RNN-LSTM LM structure developed using word and sub-word level 

Corpus Name RNN-LSTM  

(word-level) 

RNN-LSTM 

(sub-word level) 

Proposed Method 

(word level) 

Proposed Method* 

(word level) 

METU Corpus 62.8 61.9 62.2 64.6 

Bogazici Corpus  20.3 19.7 20.1 19.2 

HS Corpus 15.8 14.8 14.9 14.3 

The proposed method has WER performance is high, but 

the ability to do transactions quickly is low. The proposed 

method requires a high number of calculations. 

Reduction in operation times may be possible through 

optimization techniques or faster computer 

infrastructure. In particular, an extra amount of time is 

spent on the revision of the N-best lists. 

In this study, the N-best lists of LMs used in Turkish ASR 

systems have been revised. We present a new method to 

model long dependencies in the Turkish Language. In 

addition to standard approaches, tests were done by using 

the RNN-LSTM structure. The proposed method 

contributed to the standard LM creation and 

improvement of N-best lists. In the literature, multiple 

studies have been conducted with the corpora used in the 

study and published by LDC. Turkish ASR aims to 

develop systems with a low WER and to be able to 

calculate long dependencies. Many studies using HMM, 

Gaussian Mixture Model (GMM), and Support Vector 

Machine (SVM) have been conducted from past to 

present [58–61]. The current study was compared with 

the studies in the literature and table 5 was obtained. In 

Table 6, the systems developed using the METU corpus 

published by LDC are given. 

 

 

Table 6. Results of the different ASR approach developed using the METU Corpus 

Name of Authors Recognition Approach Name of Corpus WER 

Çiloğlu et al. [62] HMM-N-gram METU 35.91 

Keser and Edizkan [63] Common Vector Approach METU 70 

Salor et al. [52] GMM-HMM METU 29.2 

 

When Table 6 is examined, it is seen that the same corpus 

has different WER results in different approaches. 

Studies developed using LSTM [64] gave more 

successful results than studies given in table 6. However, 

more data were added to the METU corpus in different 

studies. Adding data has increased the overall success of 

ASR systems. The system proposed within the scope of 

the study can model longer dependencies as it uses N-

Gram and Skip-Gram methods together. More data is 

needed to model long dependencies. Therefore, HS 

corpus reveals the success of the proposed method more 

clearly. 

The results obtained in these studies were successful 

compared to the METU corpus and Bogazici corpus. 

Optimization or improvement studies on the LM used in 

Turkish ASR systems have reduced the WER. Sub-word 

level LM was used in many of the improvement works 

[65, 65]. In a recent study, a different method was applied 

for LM and correction of ASR output was examined [64]. 

In this method, a template database was used. However, 

the sentence-level LM optimization we obtained in our 

study yielded much better results than the above-

mentioned study when applied to RNN-LSTM based 

LMs. 

The importance of a corpus in the performance of ASR 

systems should not be overlooked. The results obtained 

with the HS corpus [53], which is a lot larger in capacity, 

are more remarkable. Turkish is among the low-source 

languages. Therefore, there is a need for further research 

on the Turkish Language. The HS corpus relatively 

solved the problem of low resources, and long 

dependencies in Turkish could be modeled. 

 

5. CONCLUSION AND RECOMMENDATIONS 

In this study an LM optimization has been performed 

which can model long dependencies and provide better 

results for AM output. However, the agglutinative 

structure of the language and the long dependencies that 

the language contains make it difficult to model the 

Turkish Language. Therefore, an LM optimization 

method at the sentence level has been proposed. The 

proposed method has been applied to statistical and 

ANN-based LMs currently used in language modeling. 

Experimental results indicated that the proposed 

approach optimized the WER. In addition, it has been 

found that it provides better results than the ASR systems 

using optimization algorithms such as the Kneser-Ney 

smoothing. As a result, it has been presented that the 

performance of LMs that have a fundamental order can 

be optimized by rearranging the N-best lists. In the 

experiments performed, the proposed method has been 

shown to provide a consistent performance improvement 

when applied to statistical, FNN, and LSTM-RNN based 
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LMs. Experiments were conducted in different corpora 

for the Turkish Language. Increased corpus capacity 

directly affected the result, and the proposed method 

gave better results in large corpora. The absence of very 

short sentences in the corpus affected WER. However, 

the most substantial problem of the system is the delay in 

training time. The proposed method has a more complex 

structure than the standard models. Therefore, it requires 

a high number of calculations. Reducing this time to 

tolerable levels will improve the applicability of the 

proposed method in real-time Turkish ASR systems. 
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