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ABSTRACT 

The most common analysis for fMRI images is activation detection, in which the purpose is to find the locations 

in the brain that respond to specific functions, such as visual processing or motor functions by providing related 

stimuli as tasks in the experiment. On the other hand, it is also important to detect the instance the activation is 

triggered. One of the powerful techniques that can analyze the abnormal behavior of any data is change point (CP) 

analysis. We suggest that CP detection algorithms also can be used to locate the activations in functional magnetic 

resonance imaging (fMRI) sequences, as well. Our paper presents a two-fold innovative study in that respect. First, 

we propose to use CP detection algorithms to locate the activations in fMRI signals as a state-of-art topic. 

Furthermore, we propose and compare a set of change point analysis methods, a regression-based method (RBM), 

a statistical method (SM), and a mean difference of double sliding windows method (MDSW)) to locate such 

points. Second, we apply these methods to the fMRI signals, which are acquired from the real subjects, while they 

were performing fMRI tasks. Proposed methods were applied to three different fMRI experiments with a motor 

task, a visual task, and a linguistic task. The analysis shows that the methods find activations in accordance with 

established methods such as statistical parametric maps (SPM). The acquired up to 94 % results also show that the 

proposed methods can be used effectively to locate the activation times on fMRI time series. 

Keywords – Activation Detection, Activation Instance, Change Point Problem, fMRI, Regression 

 

ÖZ 

fMRI görüntüleri için en yaygın analizde amaç, deneyde görevler olarak verilen ilgili uyaranlara karşılık beyinde 

görsel işleme veya motor işlevler gibi belirli işlevlere yanıt veren konumları bulan aktivasyon tespitidir. Öte 

yandan, aktivasyonun tetiklendiği anın tespit edilmesi de önemlidir. Herhangi bir verinin anormal davranışını 

analiz edebilen güçlü tekniklerden biri de değişim noktası (DN) analizidir. CP algılama algoritmalarının, 

fonksiyonel manyetik rezonans görüntüleme (fMRI) dizilerindeki aktivasyonları bulmak için de 

kullanılabileceğini öneriyoruz. Makalemiz bu açıdan iki yönlü yenilikçi bir çalışma sunmaktadır. İlk olarak, son 

teknoloji bir konu olarak fMRI sinyallerindeki aktivasyonları bulmak için CP algılama algoritmalarını kullanmayı 

öneriyoruz. Ayrıca, bu tür noktaları bulmak için bir dizi değişim noktası analiz yöntemi, regresyon tabanlı yöntem, 

istatistiksel yöntem ve kayan çift pencere yöntemi öneriyor ve karşılaştırıyoruz. İkinci olarak, bu yöntemleri, fMRI 

görevlerini gerçekleştirirken gerçek deneklerden elde edilen fMRI sinyallerine uyguluyoruz. Önerilen yöntemler, 

bir motor görev, bir görsel görev ve bir dilsel görev olmak üzere üç farklı fMRI deneyine uygulandı. Analiz, 

mailto:cemre.candemir@ege.edu.tr


  

BŞEÜ Fen Bilimleri Dergisi  

9(1), 541-554, 2022 
 

BSEU Journal of Science  

https://doi.org/10.35193/bseufbd.1091035 

 

 

e-ISSN:2458-7575 (https://dergipark.org.tr/tr/pub/bseufbd) 

  

 542 

 

yöntemlerin, istatistiksel parametrik haritalar (SPM) gibi yerleşik yöntemlere uygun aktivasyonlar bulduğunu 

göstermektedir. Elde edilen %94'e varan sonuçlar, aynı zamanda önerilen yöntemlerin fMRI zaman serilerinde 

aktivasyon anlarını bulmak için etkin bir şekilde kullanılabileceğini göstermektedir. 

Anahtar Kelimeler- Aktivasyon Tespiti, Aktivasyon Anları, Değişim Noktası Problemi, fMRI, Regresyon 

I. INTRODUCTION 

It is frequently a matter of interest to know whether there is an existence of change during the analysis of 

time series. Unexpected abrupt changes or breaks in these series are defined as “change points (CPs).” Since the 

change point detection (CPD) is an efficient method, it could be applied in various disciplines successfully, such 

as economy and finance [1], medicine and genetics [2-4], climatology and meteorology [5-7] etc. Because of its 

applications in these disciplines, various approaches have been proposed to estimate and detect them. 

The widely used method in CPD is the Bayesian based approach [8], followed by Hidden Markov Chain 

[9], maximum likelihood estimation [10], quasi-likelihood estimation [11], regression-based models [12, 13], 

machine-learning based models [14,15]. Although these methods are frequently used, there are many other 

algorithms in the literature. A comprehensive survey gives more information in detail [16]. This study extends our 

previous work [17] that proposed CPD method lays on regression and the statistical features of the data. Apart 

from the previous study, we have focused on the data acquired from functional magnetic resonance imaging (fMRI) 

experiments.  

MRI is a commonly used medical imaging technique to capture the structure of tissues in vivo. As the 

name suggests, it uses a very large magnetic field to align the spin of the hydrogen atoms present in the tissues. 

The spins are disturbed to tilt them using a signal with specific frequency, called Larmor frequency. This signal is 

called a pulse, and once it is turned off, the tilted spins start to realign themselves with the magnetic field again. 

During their alignment, they emit a signal that can be captured by the MRI device. To form an image, the magnetic 

field must be varied along a slice. Like pixels in an image, the slice contains average signal values from unit 

volumes, called voxels. This process is repeated for a set of slices, to create a volumetric representation of the 

tissue [18], as can be seen from a sample mid-slice shown in Figure 1.a. Functional MRI(fMRI)is a mode of MR 

imaging where the focus is not on the structure of tissues but on the change of blood oxygen levels in the brain, as 

shown in Figure 1.b. It rests on the idea that the neurons in the brain need energy to fire. The oxygen transported 

with hemoglobin molecules in the blood stream supplies this energy. The hemoglobin molecules with the oxygen 

are diamagnetic and they affect the magnetic fields in their vicinity. Once they are free of the oxygen, they become 

paramagnetic. These inhomogeneities are captured by the scanner in a series of acquisitions, creating a time series 

for every voxel [18]. This contrast is called the blood oxygen level-dependent (BOLD) [19]. The response to 

stimulus is called the hemodynamic response and its change in time is called the hemodynamic response function 

(HRF) [20]. The structure of the HRF is given in Figure 2. The time series of the functional images are modeled 

with the convolution of the given stimulus and the HRF. The fMRI experiments make use of these time series to 

analyze brain functions. 

The most common analysis is activation detection, in which the purpose is to find the locations in the 

brain that respond to specific functions, such as visual processing or motor functions by providing related stimuli 

 
(a)   (b) 

Figure 1. Sagittal axis views of (a) the structural image (b) fMRI image. 
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as tasks in the experiment. The activated voxel is expected to respond with the HRF, which shows an increase in 

the BOLD signal. Figure 3 shows a sample time series for a non-active and an active voxel. Another analysis is 

resting state analysis, where instead of tasks the subject lies still, and the data is analyzed for correlations of time 

series in different regions. 

Besides the activation detection, finding the timing of the activations is also another important question 

and traditional activation detection methods could not reveal such points. The timing of the activations on the 

fMRI signals should be consistent with the timing of given stimuli. Delays or non-activations may include crucial 

information about some psychological or physical abnormalities and such instances should be located as they 

occurred. In this study, we propose the model the activation instances as change points and suggest to use CPD 

algorithms in fMRI signals to find the locations of the activations which occurs with the given stimuli along the 

time. The paper presents a multi-fold innovative study in that respect. Contributions can be listed as follows: 

 We propose to use CP detection algorithms to model the activations as if they are the abnormal 

behaviors of the fMRI signal.  

 We propose and compare a set of change point analysis methods, a regression-based method (RBM), a 

statistical method (SM), and a mean difference of double sliding windows method (MDSW)) to locate 

such points.  

 We apply these methods to the fMRI signals, which are acquired from the real subjects, while they were 

performing fMRI tasks. Proposed methods were applied to three different fMRI experiments with a 

motor task, a visual task, and a linguistic task in this context. 

The following section discusses the related work on the change point problem and activation detection in 

fMRI. The third section is about the acquisition and the preprocessing of the fMRI data. Details of the proposed 

methods are presented in Section IV and the results are given in Section V. Discussions are presented in Section 

VI. 

 
Figure 2. The hemodynamic response function generated by SPM’s spm_hrf() method.. 

 

 

 
(a)      (b) 

Figure 3. Time series of (a) a non-active voxel (b) an active voxel. Here, x-axis denotes the time, whereas y-axis denotes the BOLD response 

along the time. 
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II. RELATED WORK 

Change point problems could be categorized in ‘estimation’ and ‘detection’ subcategories. The first step 

in estimation is to investigate whether there is a change in the data or not. If there is no prior knowledge that the 

data contains any changes, hypothesis tests are used to examine the existence of the CP. Here, H0(null hypothesis) 

shows that the data set has a homogeneous structure, while H1(alternative hypothesis) points out the presence of 

at least one such point in the data. In this study, we seek the locations of the activation points and due to the 

structure of the fMRI task that will be detailed in Section III, it is known that there is at least one CP.  

The more complex part of CP problem is detection. The detection problem searches for the locations of 

CPs that are known to exist somewhere in the data. One of the fundamental methods named Cumulative Sum 

(CUSUM) is a very powerful and efficient statistical method and can be adapted in a wide variety of problems 

such as financial trading and anomaly detection [21,22]. Besides CUSUM and its hybrid variations, Shiryaev-

Roberts (SR) is also a powerful and important method to detect such points [23]. The robustness of the SR method 

on change detection problems has been widely discussed in the study of Du et.al. [24].  

In CPD problems, most commonly used methods are Bayesian based. The main idea of the Bayesian 

methods rests on the posterior probability and the prior probability comparisons. An inference that shows whether 

there is a significant change or not is done by evaluating and differentiating the probability densities together. 

Bayesian based methodologies can be classified as offline and online. Offline approaches handle the data set as a 

batch and identify the locations of the points by looking back to the whole data set. Many of the Bayesian studies 

work offline on a fixed size data [25-27]. On the other hand, online approaches work on a sequential data and aim 

to detect the locations of the CPs as soon as possible after they occur. Online algorithms must update themselves 

quickly with every new observation stream. The effectiveness of the online algorithm depends on the ability to 

detect the CPs by the number of the least observed data in the new observation stream. One of the leading studies 

of Bayesian online change point detection (BOCPD) is discussed in [28]. Generalization of the BOCPD method 

which learns the parameters from the data model is suggested to solve the dependencies of the user dependent 

parameters [29]. Hierarchical Bayesian model [30], Gibbs sampling [31], Schwartz Information Criterion (SIC) 

[32], Markov Chain Monte Carlo (MCMC) [33], dynamic programming [34] and its hybrid applications with 

particle filters [35,36] are some other approaches that are based on Bayesian methodology.  

Another widely used and referenced CPD methodology is Maximum Likelihood Estimation (MLE). The 

main idea behind the MLE is to be able to estimate the parameters of given distributions from the stream of the 

observed data. It aims to find the set of the parameter values that maximizes the likelihood function. MLE is used 

to evaluate the distributions before and after a point and infers a CP by considering these distributions of time. 

Using MLE in CP problems was introduced in 1970’s [37, 38]and one of the milestones of this methodology 

belongs to the study discussed in [39] which suggests the generalization of single CPD using MLE and 

Expectation-Maximization (EM) in multipath CP problems. Empirical Likelihood Ratio (ELR) [40], Quasi 

Maximum Likelihood (QML) [41], Quasi Gaussian Likelihood (QGL) [42] are also some different methodologies 

that are based on the MLE. 

Besides the methodologies mentioned above, another suggested methodology is using the regression 

model to detect the CPs. If data is stationary, the regression line is expected to have a constant slope. If there are 

major changes in the slope, it implies that the regression line is broken sharply at one or more points. The moments 

that the break occurs are defined as the CPs. One of the important studies that models the unknown CP dividing 

the regression line into two parts is presented in [43]. This method is insufficient because it is based on the 

knowledge that there is only one CP in the data. In the case where there are more than one, the exact number of 

the changes should be known. Furthermore, there are many hybrid studies which use the regression-based and 

other algorithms together. This methodology can be used to infer whether there is a change or not with using the 

MLE [44] and test the changes using a recursive residual model in multiple regression [45]. Regression is also 

used with combining other methodologies such as likelihood ratio tests [46], hybrid usage of SIC and binary 

segmentation [47], generalized MLE in logistic regression [48], penalized likelihood in piecewise regression [49] 

and genetic programming in sliding window symbolic regression [50]. 
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III. MATERIALS AND PRELIMINARIES 

A. fMRI Experiments and Activation Detection 

As introduced earlier, functional magnetic resonance imaging aims to capture the change in oxygen levels 

in the blood while the subject is doing an fMRI task to locate the brain regions responsible for the performing 

functions. A basic fMRI experiment to locate the motor functions in the brain, for example, contains two tasks; 

one task where the subject is asked to tap their fingers in both hands, and another task where they are asked to lie 

still. Since the brain always in activating, it is a challenging situation, therefore, two different states are needed 

where one state includes the sought function and the other does not. In such an experiment, the regions responsible 

for the motor functions will have an increase in the BOLD contrast during the finger tapping task. This type of 

experiment is called a block design experiment.  

Activation detection in fMRI studies is an important field that has been studied extensively. One of the 

first proposed activation detection methods is the subtraction method, as detailed in [51]. The experiment in the 

paper is a typical finger tapping task where the subjects are either at rest, or are tapping their fingers. This method 

takes the average volumes of the two tasks in the experiment and subtracts them from each other. The activated 

regions are located by the voxels with highest values. The paper also discusses the use of correlation between the 

voxel signals and the square wave form of the design of the experiment. The square wave form is obtained by 

setting the instances while the subject is at rest as zeros, and the instances while the subject is tapping as ones. 

This signal is also called a boxcar signal because of its shape. The correlation between this expected square wave 

form output and the received voxel signal reflect the correlation of voxel responses to the motor functions in the 

experiment.  

While the correlation and the general linear model (GLM) which will be discussed in detail shortly 

dominate the literature, there are several other methods for detecting the activation in fMRI experiments, such as 

the application of parametric and nonparametric statistical tests [52], statistical tests with filters [53,54], cross-

correlation analysis [55], statistical analysis in wavelet domain [56], principal component analysis (PCA) [57], 

Bayesian based approach on Relevant Vector Machines (RVM) [58], Bayesian multilevel models [59], 

independent component analysis (ICA) [60], support vector machines (SVM) [61] and regression based method 

[62] as well. 

Statistical Parametric Maps (SPM), a widely used tool based on the GLM, is used to find active voxels in 

fMRI images [63,64]. The GLM is based on the equation given below with the (1), 

UXY    (1) 

Here, Y contains the BOLD values of voxels, X comprises of the variables effecting the fMRI task. GLM 

estimates the β matrix which shows how much each variable affects the signal. U is the error matrix that is assumed 

to be independent and identically distributed. After the β values are estimated, a contrast vector can be used to test 

for the effects inherent in the experiment. 

The GLM approach is used extensively in both practice and the literature. The other software packages 

which implement the method to help both clinical and research experiments are FSL and AFNI. 

 Nevertheless, GLM may be limited when modeling the state-related single epoch paradigms such as 

emotional states, anxiety and social exclusion [65]. GLM is interested in the response given to the functions in the 

tasks. It uses the design matrix with the contrast vector to find the statistically significant voxels. Any function 

that is not in the task is not sought, and therefore cannot be located. This stops GLM from exploring the signals 

for activations that are not in a task. It does not allow its users to estimate the instance an emotional state triggers 

an activation. Although it is a powerful and an efficient method for analyzing the fMRI data, this constitutes as 

one of the limitations of the GLM model. 

The methods discussed so far are effective, but they are used to find the activated regions in the brain. In 

addition to the activated regions, the instance the activation triggered is also an important question. So, in an 

additive manner to the GLM, it is required to know the timing and the magnitude together. However, it is a 

complicated problem and it is harder to specify the location of the activation point along the time, for both single 

subject and multiple subjects due to the subject variabilities of the BOLD response. Moreover, there may be more 

than one activation point according to the fMRI task, but some subjects may not show any response. There are 

relatively fewer studies for the detection of the activation points of fMRI data in the literature. The most important 
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studies on this problem use multi-subject extension of the exponentially weighted moving average (EWMA) [66] 

and hierarchical EWMA (HEWMA) [65]. Both models are applied on a state-related fMRI study related with 

anxiety. Another study is performed on a visual fMRI task and propose a computational framework in correlation 

networks [67]. 

In this study, we propose to find the timing of the activations of the subject, which is referred to as a 

“change point”, from fMRI signal along the time series. Detection of the exact timing of the activation can be 

handled as a CPD problem in time series. Thus, we extended our previous study that proposed CPD algorithms 

based on regression and statistical properties on well-log data set. 

B. fMRI Data Acquisition and Preprocessing 

The proposed methods are evaluated using three different data sets. Two of the data sets are collected 

using the Siemens 3T Magnetom scanner at the Ege University. The third data set is acquired using a SignaHDxt 

1.5T scanner at the Brain Research Imaging Centre [68]. The subjects in the experiments are healthy volunteers. 

The task details are discussed in the following subsection.  

fMRI data requires a set of processing stages due to artifacts that arise from the scanner and subjects. It 

is difficult for subjects to stay still during fMRI experiments that can take up to 30 minutes. Physiological functions 

such as breathing, and the heart rate also cause involuntary movements that can create artifacts. Scanner related 

artifacts may be caused by the temporal resolution, such as system noise, and spatial resolution such as radio-

frequency artifacts. These artifacts should be eliminated in the preprocessing stage.  

Preprocessing stage consists of several steps. The main objectives during preprocessing are to align the 

images to a standard space and to remove the noise as much as possible so that the validity of the group analysis 

is increased while the physiologic and scanner related artifacts are minimized. The preprocessing of the fMRI data 

is done with the SPMv12. SPM takes the first image as the reference volume and realigns the other images of the 

subject with rigid body transformations [69]. The realigning process also slices the volume again so that it matches 

the reference volume voxel by voxel. The average value for each voxel is calculated in this step, which results in 

a mean image. 

Since the brain is modeled of multiple slices, there may be time differences between the slices during the 

fMRI scan. To handle this issue, slice timing is done to shift the time of each voxel to the same time course as if 

they have been scanned simultaneously at the same time. After all slices are aligned and synchronized in time, 

SPM registers the structural scan with the mean image that acquired in the realigning step [70].  

In the segmentation step, brain is cleaned out from the surrounding tissues. These structures are classified 

according to the tissue probability map based on the knowledge of being specific types of tissue at specific 

locations. The structural image is also standardized to a global standard space during segmentation (MNI space) 

[71]. After this step, all images are registered to the MNI space and by this way, the analysis can be generalized 

among the subjects. Smoothing is the final preprocessing step which convolves the images with a Gaussian kernel 

to suppress the noise and artefacts caused by the residuals transferred from the previous steps. 

C. Visual Task Data Set 

This data set is acquired from a block design experiment to locate the regions responsible for visual 

processing. The first block contains the resting task, where the subject lies still looking at a blank screen for thirty 

seconds. The second block contains the visual task, where the subject is shown 6 successive photographs of random 

people from the study by [72] for 6 seconds each, followed by one second of blank screen. This second block takes 

40 s to complete. These blocks are repeated for 12 times. The acquired image volumes consist of 36 slices, where 

each slice has a size of 64 by 64. The voxel size is 3x3x3.74 mm. The repetition time for the scans is 3 s, with an 

echo time of 30ms and a flip angle of 90 degrees. This data set is referred as DS1 throughout the manuscript. 

D. Motor Task Data Set 

This is a finger tapping experiment to locate the regions related to motor functions of the brain. It is a 

block design experiment that contains two tasks. The resting task requires the subject to lie still without any 

movement for sixty seconds. During the tapping task, they are instructed to tap their fingers on their both hands 

for 60 seconds. The tapping is self-paced. These tasks are repeated for 12 times. The repetition time for the scans 

is 2 seconds with an echo time of 30 ms and flip angle of 90 degrees. The acquired volumes have 23 number of 
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slices with a matrix of size 64x64. The voxel size is 3x3x3 mm. This data set is referred as DS2 throughout the 

manuscript. 

E. Linguistic Task Data Set 

This is a verb generation experiment for mapping the regions responsible for language in the brain. The 

subjects are asked to generate verbs according to the instructions they hear. The repetition time for the scans is 2.5 

seconds, with an echo time of 50ms and flip angle of 90 degrees. There are 30 slices per volume and a matrix of 

size 64x64. The voxel size is 4x4x4mm [68]. This data was obtained from the OpenfMRI database. Its accession 

number is ds000114 (https://openfmri.org/dataset/ds000114/). It is referred as DS3 throughout the manuscript. 

F. Voxel Selection 

All data sets are preprocessed using SPM, as mentioned in Section III.B. Then, they are analyzed using 

SPM which uses the general linear method. After this process, three voxels from each data set have been chosen; 

the first one is the statistically most active voxel, one is randomly chosen from the activated areas, and the third 

one is the least active voxel. Instead of using synthetically generated BOLD signals where the activations are 

known, signals from real subjects that have been detected as active by SPM and GLM have been chosen, since 

they are commonly used methods both in research and clinical operation. 

IV. METHODS 

A. Outlier Detection 

  The proposed methods make use of outlier detection methods to locate the exact CPs in the BOLD signals. 

A practical way to detect outliers is using their position from the mean value µx of the given signal X. The threshold 

distance is determined by multiplying the threshold coefficient p by the standard deviation σx. The generally used 

threshold coefficient value is p=3. The p value marks other time points as outliers which located outside the 

interval (𝜇𝑥(𝑝 𝑥 𝜎𝑥), 𝜇𝑥 + (𝑝 𝑥 𝜎𝑥)). 

  Instead of using the standard deviation, another suggested method is to the use of the median absolute 

deviations (MAD). MAD is defined as 𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛(|𝑋 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑋)|). For normal distributions, MAD is 

used with a scale factor k computed with the equation (2) 

4826.1))4/3(/(1 1  k  (2) 

 Here, Φ is the opposing of the quantile function. The p coefficient is set to 3 and elements outside the 

interval  (𝜇𝑥(𝑝 𝑥 𝑀𝐴𝐷(𝑋)), 𝜇𝑥 + (𝑝 𝑥 𝑀𝐴𝐷(𝑋))) are marked as outliers. Grubb’s method may also detect the 

outliers as well [73]. Grubbs' method discovers one outlier at a time, removes it, and repeatedly re-evaluates the 

remaining points until no more outliers are found. Some of the remaining outliers may be statistically lost as a 

result of the elimination between repetitions. 

B. Regression Based Method (RBM) 

 The activation in the BOLD signal is defined by a relative increase in the task that contains the sought 

function. This relative increase creates a change point which may be detected by the regression analysis of a 

window sliding through the signal. The detected change point represents the activation instance of the voxel. The 

regression line of such a window could be expressed as Y = mx + b where m is the slope and b is the y-intercept. 

The relative increase of the BOLD signal is expected to create a shift in the positive direction in the given BOLD 

time series. This will result in an increase in m signaling the location of the change, as can be seen in Figure 4. 

This location, however, points out somewhere in a window of a fixed interval, and further processing is required 

for finding the point where the change occurs. 

 RBM analyzes the given time series X with a window size w, in fixed intervals defined with a step size 

of s. This method, known as the sliding window, estimates the slope m for each window using linear regression 

with the least squares method and gives the slope vector M. The parameters w and s depend on the time sequence 

of the fMRI data and should be set by trial and error. 
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 M, the acquired slope vector, is then examined for outliers, which reflect the windows that depart the most 

from the mean and thus are potential intervals for change points. Outliers can be detected using any of the statistical 

approaches outlined in Section IV.A. Outlier identification can be used to identify outliers in a series of points. 

The interval containing the change point is chosen as the one with the greatest absolute value of m among them. 

This interval's first derivative is calculated, and the global maximum is chosen as the CP because it reflects the 

maximum change. 

C. Statistical Method (SM)  

CPs in the data can be determined using statistical parameters such as the mean. The mean of the data 

prior to the candidate CP considerably differs from the mean of the data following the candidate CP. The method 

specifies a window width (w), which sets the entry numbers analyzed preceding and following the candidate to 

discover this process. The window size w is determined by the nature of the fMRI data and should be determined 

via observation and experimentation.  

The initial step of the algorithm is taking the (w + 1)th index and computes the mean of the preceding 

window w and gets the mean µ1. It obtains µ2 by computing the mean of the window that starts at index w + 2. µ2- 

µ1indicates the change magnitude for the related time point. The outliers for vector D, which contains the mean 

differences for all points, are the candidates for change points. As before, any of the methods in Section IV-A can 

be used. Like the RBM, sequential points could be labeled as outliers. Since the activation will cause an increase 

in the BOLD signal, the point with the greatest positive mean difference is chosen as the CP. 

D. Mean Difference of Double Sliding Windows (MDSW) 

  As opposed to the SM that considers the difference in the mean of two windows before and after the 

candidate point, Mean Difference of Double Sliding Windows uses the two windows of different sizes starting 

from the candidate point. The algorithm uses windows of size s1 and s2 to compute two mean values µ1, µ2 starting 

from the first index in the data. The convention is to set the second windows size to be greater than the first. As 

the algorithm iterates through the points in the data, the difference of µ2 - µ1is stored on the vector M. The outliers 

in this vector are located using the outlier methods discussed in Section IV-A. Similar to other methods, a series 

of differences can be set as outliers. Since the HRF will result in an increase in the BOLD signal, the greatest 

positive value among these consecutive outliers is selected as the CP. 

V. RESULTS 

A. Testing Conditions 

The algorithms are tested by varying the values for the outlier threshold, t, sliding window width (w), and 

the step size (s). The outlier detection is done using the median absolute deviations (MAD) as detailed in Section 

IV-A. In a few cases, the outliers are detected by their distance to the mean. These cases will be discussed in the 

following section. The threshold parameter is tested with the values 1, 2 and 3 for both MAD and mean outlier 

detection methodologies for all methods. 

 
Figure 4. The fMRI response is shown in blue, the slope vector M is shown in green, and 

the regression lines for the windows are shown in red [74]. 
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The second parameter is the window size. The repetition time for the functional image acquisition varies 

from 2 seconds to 3 seconds. Considering the time for the hemodynamic response function to peak, we have set 

the window size to be at least 4 scans, which varies from 8 to 12 seconds. As the stimulus continues the convolution 

of the signal and the HRF results in a signal similar to the one shown in Figure 3.b. Although values for the peak 

magnitude and the latency to start peaking may vary, the choice of window size should be large enough to contain 

the peak which takes around six to eight seconds after the stimulus is given.  

The third parameter is the step size of the sliding window. If the step size is greater than the window, the 

algorithms can skip change points. The combinations where the step size is greater than the window size are 

discarded. 

Not every parameter is needed for every method. The RBM is tested with the parameters w, t and s 

(window, threshold and step size respectively). The parameter w is tested with the values 4, 6, 8, 10 and 12. The 

step size parameter is adjusted to 1, 4 and 8. SM is evaluated with the parameters w and the threshold t. These 

parameters are also set to the same values used for RBM. Finally, the mean difference of double sliding windows 

(MDSW) is tested with the t, s and two window sizes w1and w2. Both threshold and step size parameters are run 

with the same values used for RBM and SM. The double sized window size is selected as [4, 6], [6, 9], [8, 12], 

[10, 15] and [12, 18]. The second window is set as one half larger than the first one. 

B. Evaluation and Results 

The algorithms are evaluated by their precision of locating the expected activation instances. In block 

design experiments, such as the ones we are considering, the stimuli are given at fixed intervals. The algorithms 

return the change points as the activation instances they have detected (see Figure 5.). For an expected activation 

at instance a, the algorithm will detect a change point at instance c. This instance is expected to be as close as 

possible to instance a. However, we are not accepting any instance that is further away from the duration d of the 

task. The score sc of the algorithm, which is defined with the equation (3), is based on the ratio of the distance 

between the change point at c and the activation instance at a, to the duration d of the task. 
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 As shown in Equation (3), the maximum among the detected change points that are within the task 

duration are summed to compute the score for the expected activation point. The algorithm may return more change 

points than the expected activation points. In that case, the score uses the maximum number of change points for 

normalization(max(𝑛𝑎, 𝑛𝑐)). In the case that the algorithm detects fewer number of change points, then the 

 
Figure 5. The plot shows the BOLD signal for the most activated pixel in the second data set, marked as DS2S1. 

The activation points are shown as red stars. 



  

BŞEÜ Fen Bilimleri Dergisi  

9(1), 541-554, 2022 
 

BSEU Journal of Science  

https://doi.org/10.35193/bseufbd.1091035 

 

 

e-ISSN:2458-7575 (https://dergipark.org.tr/tr/pub/bseufbd) 

  

 550 

 

expected number of activation points are used for normalization. If the algorithm can detect all the activations 

precisely when they are expected, then it gets the maximum score of 1. 

The results for the datasets DS1, DS2, and DS3 are given in Table 1. The signals for each dataset are 

selected among the most active voxels, which are detected by SPM, according to the activation regions for each 

fMRI task. To save the space, only the highest-ranking optimal parameters are listed in the table. 

Table 1. Best detection scores and optimal parameters for the datasets DS1, DS2, and DS3. 

 RBM SM MDSW 

 Parameters Score (sc) Parameters Score (sc) Parameters Score (sc) 

DS#1 s = 4, w = 10, t =1 0.63 w = 6, t = 1 0.577 w = 12 ,s = 1, t = 1 0.57 

DS#2 s = 1, w = 8, t = 2 0.94 w = 8, t = 2 0.94 w = 8,  s = 1, t = 2 0.84 

DS#3 s = 1, w = 8, t = 1 0.82 w = 8, t = 2 0.81 w = 6,  s = 1, t = 1 0.83 

 

To be able to explore the effect of the parameter selection for the proposed methods, also the methods 

RBM, SM, and MDSW were run with different parameter sets. The results for the parameter changes are given in 

Table 2. Here, it is shown how the outcome score will be affected when at least one parameter is kept constant and 

the others are changed. For example, for DS1, when the step size (s) and window width (w) keep constant, the 

changes in the threshold (t) parameter from 1 to 2 result a prominent decrease in the detection score (sc) in RBM. 

On the other hand, when the results are examined for DS2, the changes of two parameters together, s and w, while 

the t value keeps constant at t = 2, also affects the sc score dramatically, from 0.94 to 0.85. For the SM, the 

parameters are w and t, and the results are evaluated for the effect of parameter change while a parameter is kept 

the same. The results show that the selected window width affects the resulting detection score more than the 

threshold parameter. And finally, when analyzing the MDSW method, it can be observed that increasing the step 

size results in decreasing the detection score from 0.84 to 0.79 while w and tare constant. The possible reason is 

being skipped the candidate change points when getting larger the step size. The other observation is that when t 

keeps the same, decreasing the parameter w and increasing the parameter s do not affect the detection score 

significantly. Thus, any changes in the w and s parameter should be done in the opposite ways at the same time.  

Table 2. Effects of the parameter selection on the detection score results for the datasets DS1, DS2, and DS3. 

 RBM SM MDSW 

 Parameters Score (sc) Parameters Score (sc) Parameters Score (sc) 

DS#1 

s = 4, w = 10, t =1 0.63 w = 6, t = 1 0.577 w = 12,s = 1, t = 1 0.57 

s =4, w = 10, t =2 0.55 w = 8, t = 1 0.575 w = 12,s =1, t = 2 0.54 

s =1, w = 12, t =1 0.57 w = 6, t = 2 0.568 w = 10,s = 1, t = 1 0.56 

DS#2 

s = 4, w = 8, t = 2 0.94 w = 8, t = 2 0.94 w = 8, s = 1, t = 2 0.84 

s = 4, w = 12, t = 2 0.93 w = 10, t = 2 0.84 w = 8,s = 2, t = 2 0.79 

s = 1, w = 10, t = 2 0.85 w = 8, t = 1 0.92 w = 10,s = 2, t = 1 0.81 

DS#3 

s = 1, w = 8, t = 1 0.82 w = 4, t = 1 0.89 w = 6, s = 1, t = 1 0.83 

s = 1, w = 12, t = 1 0.75 w = 8, t = 1 0.71 w = 8,s = 1, t = 1 0.655 

s = 4, w = 8, t = 2 0.72 w = 10, t =1 0.61 w = 6,s = 2 , t = 1 0.653 

 

Since the nature of the problem is highly dependent on fMRI data, this point also constitutes one of the 

main restrictions for comparing the other methodologies. Accurate comparisons can only be made using signals 

from the same data set. For the effectiveness of the proposed methods according to the well-known methodologies, 

in the last step, RBM, SM, and MDSW are compared with the performance of the Bayesian-based sequential 

change-point detection approach [34]. The dynamic Bayesian algorithm has been implemented and run with the 

DS1, DS2, and DS3 activation signals. For the Bayesian approach, the parameters are as follows: {N = 15, d = 20, 

k = 0.001} which indicates the maximum number of change points, the minimum distance between adjacent change 

points, hyperparameter for the prior on the regression coefficient, respectively. For evaluating the results, change 

points have been chosen as the points whose posterior probability is bigger than the p>0.40 for DS1 and DS3, and 

p>0.80 for DS2 (here, it has been taken into account the fMRI task design). According to the comparative results 

shown in Table 3, the proposed methods are slightly over from the Bayesian approach in detection performance 

for DS2 and DS3. For the DS1, the performance of the Bayesian is not strong as the proposed methods. 
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Table 3. Comparative results of the methods with Bayesian Method for DS1, DS2, and DS3. 

 RBM SM MDSW Bayesian [34] 

DS#1 0.63 

0.94 
0.82 

0.577 

0.94 
0.81 

0.57 

0.84 
0.83 

0.44 

0.934 
0.826 

DS#2 

DS#3 

V. DISCUSSION 

The results show that the algorithms can locate activations using the change point detection methods. 

However, the parameters affect the results and they need to be tuned in accordance with the subjects and the tasks. 

The most obvious factor is the threshold used for the outlier detection in the resulting vectors. If the threshold 

increases, the reliability of the points as a change point also increases. However, it reduces the number of detected 

change points, and hence the activation points which skips some of the subtle activations.  

Outlier detection is also affected by the choice of the method. While MAD approach is more robust, it 

has the same conclusion as having a high threshold value; the reliability increases but some of the activations are 

lost. Reducing the step size increases, the computation time, albeit not so much for an fMRI experiment, but 

increases the precision because it is less likely for the method to miss an activation point because of the sliding 

window. As can be seen from the tables, most of the results have a step size of 1, where the data is continuously 

checked for change points. The window size, as mentioned earlier, mostly depends on the HRF peak time. This 

changes from subject to subject, and even from region to region in a single subject.  

Among the methods, the regression-based method outperforms the others. However, it is computationally 

more expensive. The slope computed by the regression is a good measure for detecting the increase in the BOLD 

signal, pointing the algorithm to the correct instances.  

The signals used have already been identified as active by the SPM method, and this begs the question 

about the necessity of the proposed methods. SPM and other related methods look for signals that are correlated 

with the fMRI experiment. The time the stimulus given is fixed and an activation is expected then and there. While 

they can tolerate latencies, they need the structure of the experiment to infer some results. The proposed methods 

do not need any structure to be given to find the activation points. This can be used in many different scenarios, 

such as when analyzing resting state data where there is no task to base the structure on, or for detecting when the 

emotional state of the subject has changed. 

Finally, it could be also mentioned about the limitations of the study. Besides the abovementioned points, 

this study is highly data-driven and parameter-dependent in its nature. Additionally, there are also external 

affecting factors, such as the complexity of the given fMRI task, detected activation regions according to the task, 

inter-subject and intra-subject variations etc. All these factors should be considered while applying the methods 

on a BOLD signal. If fMRI datasets can be sufficiently multiplied and diversified, parameter dependency can be 

reduced through methods such as deep learning. In this context, it is planned to constitute the future works in this 

manner for detecting the activation times in BOLD signals. 
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