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Abstract 

Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) causes 
the COVID-19 disease, which turns into a pandemic and threatens public 
health. Appearing of SARS-CoV-2 variants shows a significant challenge in 
determining the risk of infection, develop vaccines as well as antiviral agents, 
monitor the changes, and assess the evolution of SARS-CoV-2. In this study, 
we propose a method for identifying SARS-CoV-2 variants in Turkey. To 
achieve this goal, nucleotide occurrences are computed from the whole 
genome sequences that include four nucleotides, A, C, T, and G. Thus, 30 
000 bps genome sequences are represented by only four integer numbers. 
After features are extracted, four classification methods, support vector 
machines, k-nearest neighbor, neural network, and decision tree are 
employed to identify SARS-CoV-2 variants. Experimental results are 
conducted on a dataset including 1403 genome sequences from Turkey and 
belonging to variants of SARS-CoV-2, B.1.1.7 (Alpha), B.1.351 (Beta), P.1. 
(Gamma), as well as B.1.617 (Delta). Experimental results present that the 
KNN classifier achieves an accuracy of 0.94, a precision of 0.81, a recall of 
0.80, and an F-score of 0.80 on average. 

 
 
 
1. Introduction 

Similar to other RNA viruses, SARS-CoV-2 continually changes through mutation and new variants have emerged 
over time. While SARS-CoV-2 has been spreading, the genetic code of the virus is constantly changed through 
mutations. Khateeb and Zhang (2021) investigated mutations in variants of SARS-CoV-2. While most of the 
mutations in SARS-CoV-2 have a lower impact on the functioning of the SARS-CoV-2, mutations in the spike 
protein of SARS-CoV-2 have a considerable effect on spread of the virus (Lauring and Malani, 2021).  
 
Various types of SARS-CoV-2 are defined and only a small proportion of SARS-CoV-2 variants threatens public 
health since they can be more transmissible and cause more severe disease. With respect to their crucial spread 
and increasing death rates, there are five variants of SARS-CoV-2 called as variants of concern, recently. They are 
B.1.1.7 (Alpha) (Volz et al., 2021), B.1.351 (Beta) (Tegally et al., 2021), P.1. (Gamma) (Sabino et al., 2021), 
B.1.617 (Delta) (Micochova et al., 2021), and B.1.1.529 (Omicron) (Padane et al., 2022). The Alpha variant is 
known to come from the UK at the end of 2020. The Beta variant originates from South Africa in late 2020 and 
recent studies present that Beta variant is less effective to vaccination when comparing to the other variants 
(Hatirnaz et al., 2021).  Gamma variant determined in September 2020 in Brazil caused serious disease and has a 
high infection rate as well as mortality (Faria et al., 2021). The studies showed that the virus level is 3-4 times 
higher than earlier variants in Gamma variant (Tao et al., 2021). Delta variant identified in India in early 2021 
showed increased transmissibility. Turkey has the highest number of cases for Delta variant in the GISAID (Shu 
and McCauley, 2017). A study published by Davies et al. (2021) indicated that the Alpha variant is more 
transmissible than the Beta as well as Gamma variants, and results in increasing severity of the illness with 
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infection. On the other hand, the Delta variant is over five times as contagious when compared with previous 
variants, and recent researches have indicated that it might be more possibly than the original SARS-CoV-2 to 
drop infected people in the hospital. The Omicron variant identified on 26 November 2021 in South Africa. 
Kandeel et al. (2021) investigated Omicron variant, and they concluded that Omicron variant includes the largest 
number of genomic mutations among all variants, and when the sequence identity is considered, Alpha variant is 
the closest variant of Omicron. 
 
In this study, we focus on four variants of concerns detected in Turkey including Alpha, Beta, Gamma, and Delta. 
Omicron variant was not considered in this study since this variant was not yet seen in Turkey. We propose an 
efficient method for identifying these variants in Turkey using complete genome sequences. The genome 
sequences include four nucleotides, A, C, T, and G and each genome sequence used in this study includes 
approximately 30 000 nucleotides. Based on the nucleotide occurrence, four discriminative features are extracted 
by computing the frequency of nucleotide. Four machine learning methods, support vector machine (SVM) (Noble, 
2006), k-nearest neighbor (KNN) (Guo et al., 2003), neural network (NN) (Charytoniuk et al., 2000), and decision 
tree (DT) (Galar et al., 2011) methods are employed to achieve classification. The other parts of this study is 
organized as follows. In Section 2, related works are given. Section 3 includes the proposed method. We present 
and analyze the results in Section 4. Finally, Section 5 includes conclusion.  

2. Related Works 

It is crucial to identify variants of SARS-CoV-2 since determining specific variants aids in to understanding their 
underlying patterns, propose effective strategies, determine the capability of known vaccines as well as fight future 
outbreaks. There is a recent study for identifying variants of the human SARS-CoV-2.  Ali et al. (2021) used spike 
sequences to classify variants and used order information of the amino acids. Harvey et al. (2021) discussed the 
mutations of SARS-CoV-2 spike proteins by focusing on their effects on antigenicity and also discussed mutation 
frequencies. Simon-Loriere and Schwartz (2022) explained the concept of SARS-CoV-2 serotype that is a 
variation in a microbial species distinguished by humoral immune response. Burioni and Topol (2021) discussed 
the human immune response to variants of SARS-CoV-2. Arora, Kumar, and Panigrahi (2020) predicted COVID-
19 cases in India using deep learning methods. Arslan and Arslan (2021) used machine learning techniques with 
CpG based features and similarity features to detect COVID-19 positive cases (Arslan, 2021). Garcia-Beltran et 
al. (2021) proposed a method for predicting COVID-19 disease severity. They considered 113 patients with 
COVID-19 and detected severe cases resulting in death and incubation. Han and Ye (2021) published a review on 
main variants of SARS-CoV-2 and its effects on vaccines. In another study, Arslan and Aygun (2021) detected 
COVID-19 cases from main symptoms as well as basic information about the patient such as age, gender, and 
contact with a person with COVID-19. Mann et al. (2021) detected SARS-CoV-2 variants with mass spectrometry. 
They determined peptide signatures of unique mass to identify variants of SARS-CoV-2, Alpha, Beta, Gamma, 
and Delta. Davi et al. (2021) characterized SARS-CoV-2 genome sequences using sequence alignment techniques. 

3. Proposed Method 

The main focus of this study is to present a stable and efficient method that successfully separates SARS-CoV-2 
variants. To achieve this goal, whole genome sequences belonging to the Alpha, Beta, Gamma, and Delta variants 
of the SARS-CoV-2 are used. The pseudocode of the proposed method is given in Algorithm 1 and the main steps 
of the proposed method is also shown in Figure 1. To extract the features discriminating SARS-CoV-2 variants, 
we compute the frequency of each nucleotide in the genome sequences. The frequency is the number of 
occurrences of each nucleotide. Since genome sequences include four nucleotides, A, C, T, and G, we compute 
the frequency of A, C, T, and G. Thus, each SARS-CoV-2 sequence is represented by four integer values. After 
the feature extraction step, any machine learning method may be performed to classify SARS-CoV-2 variants and 
in this study, we use Support Vector Machines (SVM), k-Nearest Neighbor (KNN), Neural Network (NN), and 
Decision Tree (DT) classifiers. In the following, we briefly explained these machine learning methods. 

 
SVM is a classification algorithm that is frequently used for solving binary classification or multi-class 
classification problems (Arslan, 2021). It is based on statistical learning theory, decision planes, as well as risk 
minimization. In the SVM method, each sample in the training data is treated as a point in an n-dimensional feature 
space, and the hyperplane separates these points with respect to different classes. The main purpose of the 
algorithm is to ensure that the hyperplane constructed has the largest margin.  
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In the KNN ( Hamed et al., 2020) algorithm, the k which is a user defined constant value, is first determined, and 
then k closest samples are chosen. In the selection of the k samples, any distance measurements can be used such 
as Euclidean, Manhattan, and Minkowski.  The newest data is classified with respect to majority voting. Since the 
KNN is a simple and easy to implement, it is among popular algorithms for solving classification problems. 

Algorithm 1 Classification of the SARS-CoV-2 variants 
Require: SARS-CoV-2 genome sequences 
Ensure: Determine the variant of given SARS-CoV-2 sequences 
   Feature Extraction 
   for each genome sequences do 
         Compute the frequency of C nucleotide 
         Compute the frequency of G nucleotide 
         Compute the frequency of A nucleotide 
         Compute the frequency of T nucleotide 
    end for 
    Classification 
    Use any machine learning method to determine the variant of the 
    SARS-CoV-2 sequences 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Proposed method 
 
 
NN (Hasan, 2020) classifier is inspired by the biological nervous system of the human brain. It consists of an input 
layer, multiple hidden layers, and an output layer. Each node that is also called artificial neuron connects another 
node with respect to the determined threshold as well as associated weight. The node is activated if the output 
value of the node is above this threshold and the node sends its data to the next layer. Otherwise, data of the node 
is not passed to the next layer.  
 
DT (Yoo et al., 2020) is a classifier that identifies the class labels of the samples by creating a tree-shaped model 
from the training data sets. The decision tree consists of a root node that does not receive any input and internal 
nodes that receive inputs. The output of one node is passed as input to another node. Inputs and outputs are called 
branches in the tree concept. If the output of a node in the tree is not transmitted as an input to another node, that 
node is called a leaf node. The concepts of node, branch and leaf in the tree structure symbolize the attribute, 
attribute values and class labels, respectively, in the dataset. Decision trees are frequently used in many 
classification studies because they are easy to construct and interpret algorithms. Another advantage of decision 
trees is that they do not take any external parameters and can be used to estimate both categorical and numerical 
values. The most important feature that distinguishes decision trees from other classifiers is that when estimating 
the class label of a sample, which attribute is more decisive.  
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4. Results 

In this part, we evaluate the results of the DT, KNN, SVM, and NN methods when the nucleotide occurrences are 
used to discriminate SARS-CoV-2 variants. In DT method, Gini’s diversity index is used, and the maximum 
number of splits is set to 20. In KNN classifier, the number of neighbors is set to 10 and the distance metric is 
chosen as cosine. In SVM classifier, Gaussian kernel is used. In NN method, two fully connected layers are used. 
The first and second layer sizes are set to 10, and ReLU activation function is used. 

4.1 Dataset 

In this study, the experiments were carried out on the SARS-CoV-2 genome sequences which were extracted from 
the Global Initiative on Sharing All Influenza Data (GISAID) (Shu and McCauley, 2017) and the location is chosen 
as Turkey. The properties of the human complete genome sequences are shown in Table 1.  Four variants of the 
SARS-CoV-2 sequences, which are alpha (B.1.1.7), beta (B.1.351), gamma (P.1), and delta (B.1.617), are emerged 
in Turkey. We download all available sequences of alpha, beta, and gamma variants in Turkey and repeated 
sequences are removed. We used 436 genome sequences of Alpha variant, 357 genome sequences of Beta variant, 
110 genome sequences of Gamma variant, and 500 genome sequences of Delta variant. We used 1403 sequences 
in total, and all genome sequences are complete as well as high quality.   We note there are many sequences from 
Delta variant in Turkey and we used 500 Delta variant of the SARS-CoV-2 sequences to have a balanced dataset. 

 
Table 1. The properties of SARS-CoV-2 genome sequences 

Variant 
The number 
of genome 
sequences 

 

Alpha (B.1.1.7)                                                     436  

Beta (B.1.351)                                                    357  

Gamma (P.1)          110  

Delta (B.1.617)                                                            500  

 
4.2 Training and Testing 
 
The k-fold cross validation, which is a more acceptable method to reserve the dataset as training and test data, is 
employed to evaluate the performance of the classifiers (Refaelzadeh et al., 2009). In the k-fold cross validation, 
the dataset is separated into k parts and while four sets are used as the training, the remaining one subset is used 
to test dataset. Thus, it minimizes the bias and variance to overcome the overfitting problem. In this study, k is set 
to 5 and computed the average performance measures to evaluate the effectiveness of the proposed method. 
 
4.3 Performance Parameters 
 
The performances of the classifiers are evaluated and compared by utilizing the precision, recall, accuracy, and 
F-score metrics that are given in Equations 1-4. Respectively. For each class c, 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑐) =
𝑇𝑃(𝑐)

𝑇𝑃(𝑐) + 𝐹𝑃(𝑐) 
                                          (1) 

 
 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑐) =
𝑇𝑃(𝑐)

𝑇𝑃(𝑐) + 𝐹𝑁(𝑐)  (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑐) =
𝑇𝑃(𝑐) ∗ 𝑇𝑁(𝑐)

𝑇𝑃(𝑐) + 𝑇𝑁(𝑐) + 𝐹𝑁(𝑐) + 𝐹𝑃(𝑐) 
(3) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒(𝑐) =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑐) ∗ 𝑅𝑒𝑐𝑎𝑙𝑙(𝑐)
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑐) + 𝑅𝑒𝑐𝑎𝑙𝑙(𝑐)  (4) 

 
where TP(c) is the number of sequences correctly classified for class c, whereas FN(c) and FP(c) are incorrectly 
classified sequences genome sequences on the row and column of class c, respectively. TN(c) are all the other 
tiles. An example of confusion matrix for class c is shown in Figure 2. 
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Figure 2. Confusion matrix for class Beta. 

 
4.4 Experiments and results 
 
After four nucleotide features are extracted from SAR-CoV-2 sequences, DT, KNN, NN, and SVM classifiers are 
applied. To evaluate and compare the performance of each classifier, 5-fold cross validation technique is 
employed. Figure 3 presents confusion matrices for DT, KNN, NN, and SVM methods, separately, and Table 2 
summarizes the performance of the classifiers with respect to average performance measurements. First, we 
evaluate results of DT classifier. It correctly classifies 387 out of 436 genome sequences of Alpha variant as can 
be seen in Figure 3, and achieves 0.89 precision, recall, and F-measure values, and 0.93 accuracy value as in shown 
in Table 2. It correctly labels 317 out of 357 genome sequences of Beta variant, and achieves 0.84, 0.89, 0.93, and 
0.86 precision, recall, accuracy, and F-measure values, respectively. When we analyze Gamma variant, DT 
classifier correctly classifies 42 out of 110 genome sequences of Gamma variant, and achieves 0.61, 0.38, 0.93, 
and 0.47 precision, recall, accuracy, and F-measure values, respectively. When we compare to the other variants, 
the performance results related to the Gamma variant has lower than the other variants. The main reason for this 
is that the dataset includes fewer genome sequences for the Gamma variant, and we have less information about 
the Gamma variant. Finally, the DT classifier successfully classifies 459 out of 500 genome sequences of Delta 
variant, and achieves 0.88, 0.92, 0.93, and 0.90 precision, recall, accuracy, and F-measure values, respectively. On 
average, the DT classifier achieves 0.8 precision, 0.77 recall, 0.93 accuracy, and 0.78 F-measure. 
 
Second, we evaluate the results of the KNN classifier based on variants. The KNN achieves better performance, 
and it correctly labels 403 out of 436 genome sequences of Alpha variant, and achieves 0.89, 0.92, 0.94, and 0.91 
precision, recall, accuracy, and F-measure values, respectively. When we look at the results of Beta variant, it 
correctly classifies 319 out of 357 genome sequences, and achieves 0.86, 0.89, 0.93, and 0.87 precision, recall, 
accuracy, and F-measure values, respectively. For Gamma variant, it correctly labels 49 of 110 genome sequences, 
and achieves 0.58, 0.45, 0.93, and 0.50 precision, recall, accuracy, and F-measure values, respectively. Finally, it 
correctly classifies 459 out of 500 genome sequences of Delta variant, and achieves 0.93, 0.92, 0.95, and 0.92 
precision, recall, accuracy, and F-measure values, respectively. On average, the KNN classifier achieves 0.81 
precision, 0.80 recall, 0.94 accuracy, and 0.80 F-measure. 
 
Third, we evaluate results of the SVM classifier. It correctly classifies 401 out of 436 genome sequences of Alpha 
variant as can be seen in Figure 3, and achieves 0.88, 0.92, 0.94, and 0.90 precision, recall, accuracy, and F-
measure values, respectively as in shown in Table 2. It correctly labels 328 out of 357 genome sequences of Beta 
variant, and achieves 0.84, 0.92, 0.94, and 0.88 precision, recall, accuracy, and F-measure values, respectively. 
When we analyze Gamma variant, SVM classifier correctly classifies 25 out of 110 genome sequences of Gamma 
variant, and achieves 0.57, 0.23, 0.93, and 0.32 precision, recall, accuracy, and F-measure values, respectively. 
Finally, the SVM classifier successfully classifies 458 out of 500 genome sequences of Delta variant, and achieves 
0.89, 0.92, 0.93, and 0.90 precision, recall, accuracy, and F-measure values, respectively. On average, the SVM 
classifier achieves 0.80 precision, 0.75 recall, 0.93 accuracy, and 0.75 F-measure. 
 
Finally, we evaluate the results of the NN classifier based on variants. It correctly labels 403 out of 436 genome 
sequences of Alpha variant, and achieves 0.92 precision and recall values, 0.95 accuracy, and 0.92 F-measure. 
When we look at the results of Beta variant, it correctly classifies 320 out of 357 genome sequences, and achieves 
0.85, 0.90, 0.93, and 0.87 precision, recall, accuracy, and F-measure values, respectively. For Gamma variant, it 
correctly labels 45 of 110 genome sequences, and achieves 0.60, 0.41, 0.93, and 0.49 precision, recall, accuracy, 
and F-measure values, respectively. Finally, it correctly classifies 464 out of 500 genome sequences of Delta 
variant, and achieves 0.90, 0.93, 0.94, and 0.91 precision, recall, accuracy, and F-measure values, respectively. On 
average, the NN classifier achieves 0.82 precision, 0.79 recall, 0.94 accuracy, and 0.80 F-measure. 
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Figure 3. Confusion matrices for DT, KNN, NN, and SVM methods 

 
 
 
 

Table 2. Variant based and average results of the machine learning classifiers 
 

Method  SARS-CoV-2 
 Variant 

Variant based results Average results 
Pre Re Acc F-score Pre Re Acc F-score 

 

 DT 

 Alpha 
 Beta 
 Gamma 
 Delta 

0.89 
0.84 
0.61 
0.88 

0.89 
0.89 
0.38 
0.92 

0.93 
0.93 
0.93 
0.93 

0.89 
0.86 
0.47 
0.90 

 
0.8 

 
0.77 

 
0.93 

 
0.78 

 

 KNN 

 Alpha 
 Beta 
 Gamma 
 Delta 

0.89 
0.86 
0.58 
0.93 

0.92 
0.89 
0.45 
0.92 

0.94 
0.93 
0.93 
0.95 

0.91 
0.87 
0.50 
0.92 

 
0.81 

 
0.8 

 
0.94 

 
0.8 

 

 SVM 

 Alpha 
 Beta 
 Gamma 
 Delta 

0.88 
0.84 
0.57 
0.89 

0.92 
0.92 
0.23 
0.92 

0.94 
0.94 
0.93 
0.93 

0.90 
0.88 
0.32 
0.90 

 
0.8 

 
0.75 

 
0.93 

 
0.75 

 

 NN 

 Alpha 
 Beta 
 Gamma 
 Delta 

0.92 
0.85 
0.60 
0.90 

0.92 
0.90 
0.41 
0.93 

0.95 
0.93 
0.93 
0.94 

0.92 
0.87 
0.49 
0.91 

 
0.82 

 
0.79 

 
0.94 

 
0.8 
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5. Conclusion  

Since the beginning of the pandemic, variants of SARS-CoV-2 have been identified. SARS-CoV-2 variants may 
be characterized by their transmissibility and disease severity. Recently, there have been identified four common 
variants of SARS-CoV-2 in Turkey. Alpha and Delta variants generally present higher infection rates and 
significant disease severity when compared to Beta and Gamma variants. Developing a method discriminating 
SARS-CoV-2 variants is significant to track mutations, monitor the changes, measuring the efficiency of the 
current vaccines, assess the evolution of SARS-CoV-2 as well as prevent its spread. In this study, we proposed a 
method separating variants of SARS-CoV-2 from genome sequences from Turkey. We determine four features 
representing the whole genome sequences. Next, we applied four machine learning methods to present 
effectiveness of the proposed features. The proposed method achieves the best accuracy with 94% on the dataset, 
including four variants of SARS-CoV-2 from Turkey when the KNN is employed. In future studies, we will 
analyze the sequences from all over the world and novel feature vectors will be described to increase overall 
accuracy. Furthermore, we will introduce new methods for developing PCR test kits by analyzing variants of 
SARS-CoV-2 genome sequences.  
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