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## 1. Introduction

Interval analysis is one of the main areas developed to determine the solutions of many problems in a certain compact interval. Modeling such situations sometimes emerges as a linear interval equation system and the solutions of such systems are often difficult. One of the main studies on the solutions of this type of equations is given by [1]. Another important fundamental work is [2]. Further, linear programming problems with incomplete information also appear as a system of linear interval equations, and some of the important studies on the solution of such problems were given by J.Rohn [3, 4]. The existence of the solution of linear interval equation systems or the determination of the properties of the solution set is also a difficult process, and the results obtained in $[5,6]$ are also important studies for this purpose. Moreover, [7] is another important work that examines the solubility of equations of this type based on some specific conditions. Since the solutions of such equations appear as interval vectors, it is important to know the properties of $n$-dimensional interval vectors and the algebraic structure of the set formed by these types of vectors. But, we know that the set of n-dimensional interval vectors is not a vector space. We can see this immediately for 1-dimensional interval vectors. The reverse of the shuffle between intervals may

[^0]not be available. First of all, let's specify that the interval $[0,0]=\{0\}$ is the unit element of the addition operation between intervals. But, we know that it is not possible to find an interval $[\underline{x}, \bar{x}]$ such that $[1,0]+[\underline{x}, \bar{x}]=[0,0]$. Although, the set of interval vectors does not have a vector space structure, it has an algebraic structure that we call quasilinear space, which is a generalization of vector spaces.

The concept of a quasilinear space on the field of real numbers was first introduced by Aseev in [8]. In this study, the normed quasilinear space and the finite quasilinear operator definitions defined between these types of spaces are also given and some properties are examined. However, in this study, the definition of subspace has not been characterized and there is no such definition as a quasilinear space or a quasi-stretch. Moreover, whether it is a generalization of a definition such as the linear dependence or independence of a subset in quasilinear space is not given in Aseev's pioneering work. In fact, the definition of these concepts is extremely vital for the establishment of a healthy quasilinear algebra. In our [9-12] referenced articles, we tried to eliminate some of these shortcomings in quasilinear algebra. Then we also introduced the concept of inner product in quasilinear spaces, and thus we were able to define the concept of Hilbert quasilinear space definition [13-16]. The introduction of these concepts also provides us with the opportunity to make many applications. For example, in $[17,18]$ we gave examples of how quasilinear spaces can be used in signal processing. In addition, normed and Hilbert quasilinear space examples of some fuzzy number sets are given in [19] and their properties are examined. A recent study on qasilinear spaces is the concept of quasi-algebra its details can be found in [20,21].

In this study, we examine some important subspaces by showing that the set of n-dimensional interval vectors is a quasilinear space. By defining the concept of dimensions in these spaces, we show that the set of $n$-dimensional interval vectors is actually a $\left(n_{r}, n_{s}\right)$-dimensional quasilinear space and any quasilinear space is ( $n_{r}, 0_{s}$ )-dimensional if and only if it is $n$-dimensional linear space. We also give examples of $\left(2_{r}, 0_{s}\right)$ and $\left(0_{r}, 2_{s}\right)$-dimensional subspaces. We define the concept of dimension in a quasilinear space with natural number pairs. Further, we define an inner product on some spaces and talk about them as inner product quasilinear spaces.

## 2. Preliminaries

Let us give basic facts on interval vectors from [22]. The term interval will mean closed interval $x=[\underline{x}, \bar{x}]$ in this work and the left and right endpoints of $x$ will be denoted by $\underline{x}$ and $\bar{x}$, respectively. We say that $x$ is degenerate if $\underline{x}=\bar{x}$. The width of $x$ is defined and denoted by $w(x)=\bar{x}-\underline{x}$ and the absolute value of $x$, denoted $|x|$, is the maximum of the absolute value of its endpoints: $|x|=\mid \underline{x}, \bar{x}] \mid=\max \{|\underline{x}|,|\bar{x}|\}$. The midpoint of $x$ is given by $m(x)=\frac{1}{2}(\underline{x}+\bar{x})$. By an $n$-dimensional interval vectors, we mean an ordered $n$-tuble of intervals

$$
x=\left(x_{1}, x_{2}, \ldots x_{n}\right) .=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,\left[\underline{x_{n}}, \overline{x_{n}}\right]\right) .
$$

For example, a two-dimensional interval vector

$$
x=\left(x_{1}, x_{2}\right)=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right],\left[\underline{x_{2}}, \overline{x_{2}}\right]\right)
$$

can be represented as a rectangle in the plane. Addition of interval vectors is defined by coordinate-wise addition of intervals and the scalar real multiplication by an interval vectors is also similar. For example; if two-dimensional interval vectors $x=([-1,2],[3,6])$ and $y=([-1,2],[3,6])$ are given, then

$$
\begin{aligned}
2 x-3 y & =(2[-1,2], 2[3,6])+((-3)[-1,2],(-3)[3,6]) \\
& =([-2,4],[6,12])+([-6,3],[-18,-9]) \\
& =([-8,7],[-12,3]) .
\end{aligned}
$$

Note that the set of all n -dimensional interval vectors is not a vector space. $x \preceq y$ iff $x_{k} \subseteq y_{k}$ for each $k=1,2, \ldots, n$ is a partial order relation on the set of all $n$-dimensional interval vectors. The set of all $n$-dimensional interval vectors is denoted by $\mathbb{I}_{\mathbb{R}}^{n}$.

The product of two intervals $x=[\underline{x}, \bar{x}]$ and $y=[\underline{y}, \bar{y}]$ is given by $x y=[\underline{x}, \bar{x}][\underline{y}, \bar{y}]=[\min S$, max $S]$ where $S=\{\underline{x} \underline{y}, \underline{x} \bar{y}, \bar{x} \underline{y}, \overline{x y}\}$.

Although we use the term $n$-dimensional, the algebraic meaning of this term should be questioned, since the set A is not a vector space. However, the set A has an algebraic structure, which we call quasilinear space, which is a generalization of classical vector spaces, first given by Aseev [8]. First, let's give the definition of quasilinear space.

A set $X$ is called a quasilinear space, [8], on the field $\mathbb{K}$ of real or complex numbers, if a partial order relation " $\preceq$ ", an algebraic sum operation, and an operation of multiplication by real numbers are defined in it in such a way that the following conditions hold for all elements $x, y, z, v \in X$ and all $\alpha, \beta \in \mathbb{K}$ :

$$
\begin{equation*}
x \preceq x, \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
& x \preceq z \text { if } x \preceq y \text { and } y \preceq z,  \tag{2.2}\\
& x=y \text { if } x \preceq y \text { and } y \preceq x,  \tag{2.3}\\
& x+y=y+x,  \tag{2.4}\\
& x+(y+z)=(x+y)+z, \tag{2.5}
\end{align*}
$$

there exists an element (zero) $\theta \in X$ such that $x+\theta=x$,

$$
\begin{gather*}
\alpha(\beta x)=(\alpha \beta) x,  \tag{2.7}\\
\alpha(x+y)=\alpha x+\alpha y,  \tag{2.8}\\
1 x=x,  \tag{2.9}\\
0 x=\theta,  \tag{2.10}\\
(\alpha+\beta) x \preceq \alpha x+\beta x,  \tag{2.11}\\
x+z \preceq y+v \text { if } x \preceq y \text { and } z \preceq v,  \tag{2.12}\\
\alpha x \preceq \alpha y \text { if } x \preceq y .
\end{gather*}
$$

Any linear space is a QLS with the partial order relation " $=$ ". Perhaps the most popular example of a nonlinear QLS on the field real numbers is $\mathbb{I}_{\mathbb{R}}^{1}$ with the inclusion relation " $\subseteq$ ".

Let us record some basic results from [8].
In a QLS $X$, the element $\theta$ is minimal, i.e., $x=\theta$ if $x \preceq \theta$. An element $x^{\prime}$ is called inverse of $x \in X$ if $x+x^{\prime}=\theta$. The inverse is unique whenever it exists. An element $x$ possessing inverse is called regular, otherwise is called singular.

Lemma 2.1. [8] Suppose that each element $x$ in $Q L S X$ has inverse element $x^{\prime} \in X$. Then the partial order in $X$ is determined by equality, the distributivity conditions hold, and consequently $X$ is a linear space.

In a real linear space, the equality is the only way to define a partial order such that the conditions (1)-(13) hold.
Let us give some assumption in quasilinear spaces. It will be assumed in what follows that $-x=(-1) x$. Note that the additive inverse $x^{\prime}$ may not be exists but if it exists then $x^{\prime}=-x$. For example, the interval $[1,2]$ is a singular element in $\mathbb{I}_{\mathbb{R}}^{1}$ since the inverse of the element $[1,2]$ does not exists. However, $-[1,2]=(-1)[1,2]=[-2,-1] \in \mathbb{I}_{\mathbb{R}}^{1}$. Let us give an easy characterization of regular elements. An element $x$ is regular in a QLS if and only if $x^{\prime}=-x$, or equivalently, $x-x=\theta$. We should note that in a linear QLS, briefly in a linear space, each element is regular. Hence, the notions of regular and singular elements in linear spaces are redundant. Regular elements in $\mathbb{I}_{\mathbb{R}}^{1}$ is known as degenerate intervals and they are just the real numbers.

Definition 2.1. [10] Suppose that $X$ is a QLS and $Y \subseteq X$. Then $Y$ is called a subspace of $X$ whenever $Y$ is a QLS with the same partial order and the restriction to $Y$ of the operations on $X$.

In [8] the concept of a subspace for a QLS was not defined. After detailed investigations we saw that the characterization of the definition is just the same as in linear subspaces.

Theorem 2.1. [10] $Y$ is a subspace of a QLS $X$ if and only if for every $x, y \in Y$ and $\alpha, \beta \in \mathbb{R}, \alpha x+\beta y \in Y$.
Let $Y$ be a subspace of a QLS $X$ and suppose that each element $x$ in $Y$ has an inverse in $Y$. Then by Lemma 2.1 the partial order on $Y$ is determined by the equality. In this case $Y$ is a linear subspace of $X$.

An element $x$ in $X$ is said to be symmetric if $-x=x$ and $X_{\text {sym }}$ denotes the set of all symmetric elements. In a linear QLS, equivalently, in a linear space zero is the only symmetric element. $X_{r}$ and $X_{s}$ stand for the set of all regular and singular elements with zero in $X$, respectively. Further, it can be easily shown that $X_{r}, X_{s y m}$ and $X_{s}$ are subspaces of $X$. They are called regular, symmetric and singular subspaces of $X$, respectively. Regular subspace of $X$ is a linear space while the singular subspace is a nonlinear QLS. Furthermore, it isn't hard to prove that summation of a regular element with a singular element is a singular element.

## 3. Main results

Theorem 3.1. $\mathbb{I}_{\mathbb{R}}^{n}$ is a quasilinear space by the partial order relation $x \preceq y$ iff $\left[\underline{x_{k}}, \overline{x_{k}}\right] \subseteq\left[\underline{y_{k}}, \overline{y_{k}}\right]$ for each $k=1,2, \ldots, n$.
Proof. Most of the proof comes from the known result in interval analysis, see [22]. Let us only verify two axioms. The zero is $\theta=(0,0, \ldots 0) .=([0,0], \ldots,[0,0])$ in $\mathbb{I}_{\mathbb{R}}^{n}$ and if $x, y \in \mathbb{I}_{\mathbb{R}}^{n}$ and $\alpha, \beta \in \mathbb{R}$ then

$$
\begin{aligned}
(\alpha+\beta) x & =\left((\alpha+\beta)\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,(\alpha+\beta)\left[\underline{x_{n}}, \overline{x_{n}}\right]\right) \\
& \left.\left.\preceq\left(\alpha\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots, \alpha \underline{x_{n}}, \overline{x_{n}}\right]\right)+\left(\beta \underline{x_{1}}, \overline{x_{1}}\right], \ldots, \beta\left[\underline{x_{n}}, \overline{x_{n}}\right]\right) \\
& =\alpha x+\beta x .
\end{aligned}
$$

Further, $x \preceq y$ means $\left[\underline{x_{k}}, \overline{x_{k}}\right] \subseteq\left[\underline{y_{k}}, \overline{y_{k}}\right]$ for each $k$ and hence for every (positive or negative) $\alpha \in \mathbb{R}, \alpha\left[\underline{x_{k}}, \overline{x_{k}}\right] \subseteq$ $\alpha\left[y_{k}, \overline{y_{k}}\right]$. This implies $\alpha x \preceq \alpha y$.

Example 3.1. The symmetric subspace of $\mathbb{I}_{\mathbb{R}}^{2}$ is $\left(\mathbb{I}_{\mathbb{R}}^{2}\right)_{s y m}=\{([-a, a],[-b, b]): a, b \in \mathbb{R}\}$. Further, the singular subspace of $\mathbb{I}_{\mathbb{R}}^{2}$ is just

$$
\left(\mathbb{I}_{\mathbb{R}}^{2}\right)_{s}=\left\{\left(\left[\underline{x_{1}}, \overline{x_{1}}\right],\left[\underline{x_{2}}, \overline{x_{2}}\right]\right): \underline{x_{1}} \neq \overline{x_{1}} \text { or } \underline{x_{2}} \neq \overline{x_{2}}\right\} \cup\{([0,0],[0,0])\}
$$

and the regular subspace is

$$
\left(\mathbb{T}_{\mathbb{R}}^{2}\right)_{r}=\{([a, a],[b, b]): a, b \in \mathbb{R}\} \equiv\{(\{a\},\{b\}): a, b \in \mathbb{R}\} \equiv \mathbb{R}^{2} .
$$

Thus, we can see $\mathbb{R}^{2}$ as a regular subspace of $\mathbb{I}_{\mathbb{R}}^{2}$. The equivalence mentioned here means that there is a linear bijection and even an isometry when the normed space structure is introduced between these spaces. In general, $\mathbb{I}_{\mathbb{R}}^{n}$ has these special subspaces and we can see $\mathbb{R}^{n} \equiv\left(\mathbb{I}_{\mathbb{R}}^{n}\right)_{r}$ is a linear part of $\mathbb{I}_{\mathbb{R}}^{n}$.

Definition 3.1. [8] In a QLS $X$, a real function $\|\cdot\|_{X}: X \longrightarrow \mathbb{R}$ is called a norm if the following conditions hold:

$$
\begin{gather*}
\|x\|_{X}>0 \text { if } x \neq 0,  \tag{3.1}\\
\|x+y\|_{X} \leq\|x\|_{X}+\|y\|_{X},  \tag{3.2}\\
\|\alpha x\|_{X}=|\alpha|\|x\|_{X},  \tag{3.3}\\
\text { if } x \preceq y \text {, then }\|x\|_{X} \leq\|y\|_{X}, \tag{3.4}
\end{gather*}
$$

if for any $\varepsilon>0$ there exists an element $x_{\varepsilon} \in X$ such that

$$
\begin{equation*}
x \preceq y+x_{\varepsilon} \text { and }\left\|x_{\varepsilon}\right\|_{X} \leq \varepsilon \text { then } x \preceq y . \tag{3.5}
\end{equation*}
$$

A quasilinear space $X$ with a norm defined on it, is called normed quasilinear space (briefly, normed QLS). It follows from Lemma 2 that if any $x \in X$ has an inverse element $x^{\prime} \in X$ then the concept of normed QLS coincides with the concept of real normed linear space. Hausdorff metric or norm metric on $X$ is defined by the equality

$$
h_{X}(x, y)=\inf \left\{r \geq 0: x \preceq y+a_{1}^{r}, y \preceq x+a_{2}^{r} \text { and }\left\|a_{i}^{r}\right\| \leq r, i=1,2\right\} .
$$

Since $x \preceq y+(x-y)$ and $y \preceq x+(y-x)$, the quantity $h_{X}(x, y)$ is well-defined for any elements $x, y \in X$, and the function $h_{X}$ satisfies all axioms of the metric. Further, $h_{X}(x, y)$ may not equal to $\|x-y\|_{X}$ if $X$ is not a linear space, but always $h_{X}(x, y) \leq\|x-y\|_{X}$ for every $x, y \in X$ [8].
Example 3.2. A norm on $\mathbb{I}_{\mathbb{R}}^{n}$ is defined by

$$
\|x\|_{\infty}=\max _{1 \leq k \leq n}\left|x_{k}\right|=\max _{k}\left\{\max \left\{\left|\underline{x_{k}}\right|,\left|\overline{x_{k}}\right|\right\}\right\}
$$

where $k \in\{1,2, \ldots, n\}$ and $\left|x_{k}\right|$ is the absolute value of the interval $x_{k}$. Another important norm on $\mathbb{I}_{\mathbb{R}}^{n}$ is

$$
\|x\|_{2}=\left(\sum_{k=1}^{n}\left|x_{k}\right|^{2}\right)^{1 / 2}=\left(\sum_{k=1}^{n}\left\{\max \left\{\left|\underline{x_{k}}\right|,\left|\overline{x_{k}}\right|\right\}\right\}^{2}\right)^{1 / 2}
$$

which is perhaps the most important one. This norm is the classical norm of $\mathbb{I}_{\mathbb{R}}^{n}$. To prove $\|\cdot\|_{2}$ is a norm on $\mathbb{I}_{\mathbb{R}}^{n}$ let us only verify the last condition. Let $\varepsilon>0$ be given and let $x=\left(x_{1}, x_{2}, \ldots x_{n}\right) .=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,\left[\underline{x_{n}}, \overline{x_{n}}\right]\right)$ and $y=\left(y_{1}, y_{2}, \ldots y_{n}\right) .=\left(\left[\underline{y_{1}}, \overline{y_{1}}\right], \ldots,\left[\underline{y_{n}}, \overline{y_{n}}\right]\right) \in \mathbb{I}_{\mathbb{R}}^{n}$. Assume that there exists an element $x_{\varepsilon}=\left(x_{1}^{\varepsilon}, x_{2}^{\varepsilon}, \ldots, x_{n}^{\varepsilon}\right) .=$ $\left(\left[\underline{x_{1}^{\varepsilon}}, \overline{x_{1}^{\varepsilon}}\right], \ldots,\left[\underline{x_{n}^{\varepsilon}}, \overline{x_{n}^{\varepsilon}}\right]\right) \in \mathbb{I}_{\mathbb{R}}^{n}$ such that $x \preceq y+x_{\varepsilon}$ and $\left\|x_{\varepsilon}\right\|_{2}=\left(\sum_{k=1}^{n}\left|x_{k}^{\varepsilon}\right|^{2}\right)^{1 / 2} \leq \varepsilon$. This implies, for each $k \in\{1,2, \ldots, n\},\left[\underline{x_{k}}, \overline{x_{k}}\right] \subseteq\left[\underline{y_{k}}, \overline{y_{k}}\right]+\left[\underline{x_{k}^{\varepsilon}}, \overline{x_{k}^{\varepsilon}}\right]$ and $\left|x_{k}^{\varepsilon}\right|=\max \left\{\left|\underline{x_{k}^{\varepsilon}}\right|,\left|\overline{x_{k}^{\varepsilon}}\right|\right\} \leq \varepsilon$. Now for $\varepsilon \rightarrow 0$ we get $\left|x_{k}^{\varepsilon}\right| \rightarrow 0$ for each $k \in\{1,2, \ldots, n\}$ and this means $\left\|x_{\varepsilon}\right\|_{2} \rightarrow 0$ and hence $x_{\varepsilon} \rightarrow 0$ in $\mathbb{I}_{\mathbb{R}}^{n}$. Eventually, we get $x \preceq y$.

## 4. Quasilinear independence and basis

In this section, we will give some algebraic definitions [9,11]. Let $X$ be a QLS and $\left\{x_{k}\right\}_{k=1}^{n}$ be a subset of $X$ where $n$ is a positive integer. A (linear) combination of the set $\left\{x_{k}\right\}_{k=1}^{n}$ is an element $z$ of $X$ in the form

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n}=z
$$

where the coefficients $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are real scalars. On the other hand, a quasilinear combination of the set $\left\{x_{k}\right\}_{k=1}^{n}$ is an element $z \in X$ such that

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n} \preceq z
$$

for some real scalars $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. Hence, the quasilinear combination, briefly ql-combination, is defined by the partial order relation on $X$. In fact, the definition of linear combination in a QLS is also depend on the partial order relation and it can be defined as in the following form; a linear combination of the set $\left\{x_{k}\right\}_{k=1}^{n}$ is an element $z$ of $X$ such that

$$
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n} \preceq z \text { and } z \preceq \alpha_{1} x_{1}+\alpha_{2} x_{2}+\ldots+\alpha_{n} x_{n},
$$

where the coefficients $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are real scalars. In a linear QLS, this is the definition of the classical linear combination since the relation " $\preceq$ " turns to the relation " $=$ ". Clearly, a linear combination of $\left\{x_{k}\right\}_{k=1}^{n}$, is a quasilinear combination of $\left\{x_{k}\right\}_{k=1}^{n}$, but not conversely. For any nonempty subset $A$ of a QLS $X$, we know that the span of $A$ is written by $S p A$ and

$$
S p A=\left\{\sum_{k=1}^{n} \alpha_{k} x_{k}: x_{1}, x_{2}, \ldots, x_{n} \in A, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in \mathbb{R}, n \in \mathbb{N}\right\} .
$$

However, $Q s p A$, the quasispan ( $q$-span, for short) of $A$, is defined by the set of all possible quasilinear combinations of $A$, that is,

$$
\begin{aligned}
Q \operatorname{sp} A & =\left\{x \in X: \sum_{k=1}^{n} \alpha_{k} x_{k} \preceq x,\right. \\
\text { for some } x_{1}, x_{2}, \ldots, x_{n} & \left.\in A \text { and for some scalars } \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\} .
\end{aligned}
$$

Obviously, $S p A \subseteq Q s p A$. Further, $S p A=Q s p A$ for some linear QLS (linear space), hence, the notion of $Q s p A$ is redundant in linear spaces. Moreover, we say $A$ quasi spans $X$ whenever $Q s p A=X$.

Let us give an example from the quasilinear space of compact intervals.
Example 4.1. Let $X=\mathbb{I}_{\mathbb{R}}^{1}$ and take $A=\{[1,3]\}$, a singleton in $X$. The q -span of $A$ is

$$
Q s p A=\left\{x \in \mathbb{I}_{\mathbb{R}}^{1}: \lambda[1,3] \subseteq x, \lambda \in \mathbb{R}\right\} .
$$

For example, $[2,7] \in Q s p A$ since $2[1,3] \subseteq[2,7]$ whereas $[2,7] \notin S p A$ since there is no $\lambda \in \mathbb{R}$ satisfying $\lambda[1,3]=[2,7]$. Further, $[2,3] \notin Q \operatorname{sp} A$ since we cannot find any $\lambda \in \mathbb{R}$ satisfying the condition $\lambda[1,3] \subseteq[2,3]$. Clearly, $Q \operatorname{sp} A \neq \mathbb{I}_{\mathbb{R}}^{1}$ Let $B=\{\{1\}\}$, another singleton in $X$. It consist of a regular element or degenerate interval. For any $x \in X$, clearly, we can write $\lambda .\{1\} \subseteq x$ for some $\lambda \in \mathbb{R}$. This means $Q s p B=X$. It can be easily shown that a singleton arising from nonzero regular element can quasispans $X$. A singular element cannot quasi spans $X$.
Theorem 4.1. Let $A=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a subset of the $Q L S X$. Then $Q s p A$ is a subspace of $X$.
Definition 4.1. (Quasilinear independence and dependence) A set $A=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ in a QLS $X$ is called quasilinear independent (briefly ql-independent) whenever the inequality

$$
\begin{equation*}
\theta \preceq \lambda_{1} x_{1}+\lambda_{2} x_{2}+\ldots+\lambda_{n} x_{n} \tag{4.1}
\end{equation*}
$$

holds if and only if $\lambda_{1}=\lambda_{2}=\ldots=\lambda_{n}=0$. Otherwise, $A$ is called quasilinear dependent (briefly ql-dependent).

If we recall again that every linear space is a QLS with the relation " $=$ ", it can be seen that the notions of quasilinear independence and dependence coincide with linear independence and dependence.

Example 4.2. Consider the singleton $A=\{[1,2]\}$ in $\mathbb{I}_{\mathbb{R}}^{1}$. It is obvious that $\{0\}=[0,0] \subseteq \alpha[1,2]$ if and only if $\alpha=0$ where $\{0\}$ is the zero element of $\mathbb{I}_{\mathbb{R}}^{1}$. Therefore, $A$ is ql-independent. However, the singleton $B=\{[-1,2]\}$ is ql-dependent since $[0,0] \subseteq \beta[-1,2]$ for $\beta=2 \neq 0$. This is a unusual case since a non-zero singleton is obviously linear independent in linear spaces. On the other hand, the set $\{[1,2],[-1,2]\}$ is ql-dependent. In general, we can see from the definition that any subset including an element related to zero must be ql-dependent in a QLS. This is a generalization of the well-known fact that a subset including zero must be linear independent in linear spaces.

Example 4.3. In $\mathbb{I}_{\mathbb{R}}^{2}$, let $v_{1}=([-2,1],[0,0])$ and $v_{2}=([0,0],[-2,3])$. Then the set $\left\{v_{1}, v_{2}\right\}$ is ql-dependent since

$$
([0,0],[0,0]) \subseteq \lambda_{1} v_{1}+\lambda_{2} v_{2}=([-2,1],[-2,3])
$$

for $\lambda_{1}=\lambda_{2}=1$ where $([0,0],[0,0])$ is the zeros of $\mathbb{I}_{\mathbb{R}}^{2}$. However, $\left\{u_{1}, u_{2}\right\}$ is ql-independent where $u_{1}=$ $([-2,-1],[0,0])$ and $u_{2}=([0,0],[2,3])$. On the other hand, let $u=([-2,2],[-3,3])$ then the singleton $\{u\}$ is ql-dependent in $\mathbb{I}_{\mathbb{R}}^{2}$ since $([0,0],[0,0]) \subseteq u$.
Definition 4.2. A ql-independent subset $A$ of a QLS $X$ which quasi spans $X$ is called a basis (or Hamel basis) for $X$.
Remark 4.1. For any $a \in \mathbb{R}$, the singleton $\{\{a\}\}$ is a basis for $\mathbb{I}_{\mathbb{R}}^{1}$. Further, $B=\{([1,1],[0,0]),([0,0],[1,1])\}$ is a basis for $\mathbb{I}_{\mathbb{R}}^{2}$. In general, $B=\{([1,1],[0,0], \ldots,[0,0]), \ldots,([0,0],[0,0], \ldots,[1,1])\}$ is a basis for $\mathbb{I}_{\mathbb{R}}^{n}$. As can be seen, a basis of $\mathbb{I}_{\mathbb{R}}^{n}$ is a set of degenerate intervals of $\mathbb{I}_{\mathbb{R}}^{n}$.

Following example is extraordinary since it presents an example of QLS which has no basis. This is an unusual case since all linear spaces have a (Hamel) basis.

Example 4.4. Let us consider singular subspace

$$
\{\{0\}\} \cup\{[a, b]: a<b \text { and } a, b \in \mathbb{R}\}=\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}
$$

of $\mathbb{I}_{\mathbb{R}}^{1}$. This quasilinear space has no basis. Any singleton $\{[a, b]\}$ in $\left.\left(\mathbb{I}_{\mathbb{R}}^{1}\right)\right)_{s}$ cannot quasi spans $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ where $a<b$.
Now let us introduce the notion of dimension of a QLS. Our investigation shows that it is necessary to split it into two different notion as regular and singular dimension. Previously, let us give analog of a classical definition.

Definition 4.3. Let $S$ be a ql-independent subset of the QLS $X . S$ is called maximal ql-independent subset of $X$ whenever $S$ is ql-independent, but any superset of $S$ is ql-dependent.
Definition 4.4. Regular (Singular) dimension of any QLS $X$ is the cardinality of any maximal ql-independent subsets of $X_{r}\left(X_{s}\right)$. If this number is finite then $X$ is said to be finite regular (singular)-dimensional, otherwise; is said to be infinite regular (singular)-dimensional. Regular dimension is denoted by $r$ - $\operatorname{dim} X$ and singular dimension is denoted by $s$ - $\operatorname{dim} X$. If $r$ - $\operatorname{dim} X=a$ and $s-\operatorname{dim} X=b$ then we say that $X$ is an $\left(a_{r}, b_{s}\right)$-dimensional $Q L S$ where $a$ and $b$ are natural numbers or $\infty$.

Remark 4.2. The above definition means that $r$ - $\operatorname{dim} X$ is classical definition of dimension of the linear space $X_{r}$. So, $r$ - $\operatorname{dim} X=\operatorname{dim} X_{r}$. Notice that a non-trivial singular subspace of a QLS cannot be a linear space. Further, we can easily see that any QLS is $\left(n_{r}, 0_{s}\right)$-dimensional if and only if it is $n$-dimensional linear space. In this respect, the trivial linear space $\{0\}$ is a $\left(0_{r}, 0_{s}\right)$-dimensional QLS. Later, we will give an example of a $\left(0_{r}, 0_{s}\right)$-dimensional QLS other than $\{0\}$.

Let us determine dimensions of some nonlinear QLSs.
Example 4.5. It isn't hard to prove that $\mathbb{I}_{\mathbb{R}}^{n}$ is $\left(n_{r}, n_{s}\right)$-dimensional QLSs, that is, n -dimensional nonlinear QLS. Consider again the singular subspace $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ of $\mathbb{I}_{\mathbb{R}}^{1}$. $r-\operatorname{dim}\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}=0$ since $\left(\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}\right)_{r}=\{0\}$. Further, $\{[1,2]\}$ is ql-independent in $\left(\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}\right)_{s}$ and so $s-\operatorname{dim}\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}=1$. Hence, $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ is $\left(0_{r}, 1_{s}\right)$-dimensional. Obviously, $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{r}$ is $\left(1_{r}, 0_{s}\right)$-dimensional. In this respect, $\mathbb{R}$ is also $\left(1_{r}, 0_{s}\right)$-dimensional

If $X=\left(\mathbb{I}_{\mathbb{R}}^{2}\right)_{s} \cup\{([t, t],[0,0]): t \in \mathbb{R}\}$ then $X$ is a subspace of $\mathbb{I}_{\mathbb{R}}^{2}$ and $r-\operatorname{dim} X=1$ since $X_{r}=\{([t, t],[0,0]):$ $t \in \mathbb{R}\}$. Further, the set $\left\{u_{1}, u_{2}\right\}$ in Example 4.3 is ql-independent. This proves $s-\operatorname{dim} X=2$. Hence $X$ is a $\left(1_{r}, 2_{s}\right)$-dimensional QLS.

Consider the QLS $X=\Omega_{C}\left(c_{0}\right)$, the set of all closed bounded subsets of the Banach space $c_{0}$. Regular subspace $X_{r}$ is equivalent to $c_{0}$, the linear space of all sequences convergent to zero, and so $r-\operatorname{dim} X=\infty$. Let us define the set

$$
\begin{aligned}
\{\{(t, 0,0, \ldots) & : 1 \leq t \leq 4\},\{(0, t, 0, \ldots): 1 \leq t \leq 4\}, \ldots\} \\
& =\left\{[1,4] \odot e_{1},[1,4] \odot e_{2}, \ldots\right\}
\end{aligned}
$$

where

$$
[1,4] \odot e_{k}=\{(0, \ldots, 0, \stackrel{k . t e r m}{s}, 0 \ldots): s \in[1,4]\}
$$

is ql-independent in $X_{s}$, where $e_{k}$ 's are coordinate vectors of $c_{0}, k=1,2, \ldots$ Therefore, $s-\operatorname{dim} X=\infty$ and so $X=\Omega_{C}\left(c_{0}\right)$ is an $\left(\infty_{r}: \infty_{s}\right)$-dimensional QLS. In general, an infinite-dimensional linear space $E$ is a $\left(\infty_{r}, 0_{s}\right)$ dimensional QLS while $\Omega_{C}(E)$ is $\left(\infty_{r}, \infty_{s}\right)$-dimensional QLS.

In a finite dimensional linear space $X$ let us recall that each $x \in X$ has a unique representation

$$
x=\sum_{k=1}^{n} a_{k} b_{k}
$$

where $n$ is the dimension of $X, B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ is a basis of $X$ and $a_{1}, a_{2}, \ldots, a_{n}$ are corresponding scalars. Since a consolidate QLS has a basis we can give a similar representation. Let $X$ be a $\left(n_{r}: n_{s}\right)$-dimensional (finitedimensional) QLS where $n_{r}$ and $n_{s}$ are positive integers, and $n_{r}=n_{s}$. Let us try to give a representation in $X$. If $y$ is any element of $X$ then the floor $F_{y}=\left\{x \in X_{r}: x \preceq y\right\}$ of $y$ have many regular elements. From linear algebra any $x \in F_{y}$ has a unique representation

$$
x=\sum_{k=1}^{n} \alpha_{k}^{x} b_{k}
$$

where each $\alpha_{k}^{x}, k=1,2, \ldots, n$, is a real scalar depending on $x$. Now let us consider the supremum with respect to the partial order relation " $\preceq$ " on the QLS $X$. Thus, by the definition of consolidate space, we get the representation

$$
y=\sup \left\{x \in X_{r}: x \preceq y\right\}=\sup \left\{\sum_{k=1}^{n} \alpha_{k}^{x} b_{k}: x \preceq y, x \in X_{r}\right\}
$$

of each element $y$ in $X$. That is, any element of a (nonlinear) consolidate QLS can be represented by the basis elements and by the supremum with respect to " $\preceq$ ". More practically, we can write

$$
\begin{equation*}
y=\sup _{\substack{x \preceq y \\ x \in X_{r}}} \sum_{k=1}^{n} \alpha_{k}^{x} b_{k} . \tag{4.2}
\end{equation*}
$$

Theorem 4.2. Any $y \in \mathbb{I}_{\mathbb{R}}^{n}$ has a unique representation

$$
y=\sup _{\substack{x \preceq y \\ x \in X_{r}}} \sum_{k=1}^{n} \alpha_{k}^{x} b_{k}
$$

where $B=\left\{b_{k}\right\}_{k=1}^{n}=\{([1,1],[0,0], \ldots,[0,0]), \ldots,([0,0],[0,0], \ldots,[1,1])\}$ is the standard basis of $\mathbb{I}_{\mathbb{R}}^{n}$ and the supremum is calculated by the partial order " $\preceq$ " on $\mathbb{I}_{\mathbb{R}}^{n}$.

Proof. Let us first write $y$ explicitly;

$$
y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)=\left(\left[\underline{y_{1}}, \overline{y_{1}}\right], \ldots,\left[\underline{y_{n}}, \overline{y_{n}}\right]\right) .
$$

Now take an arbitrary $t_{k} \in y_{k}$ and constitute the degenerate interval $\left[t_{k}, t_{k}\right]$. Obviously, $\left[t_{k}, t_{k}\right] \subseteq y_{k}$ for each $k$ and hence, $\left(\left[t_{k}, t_{k}\right]\right) \preceq\left(y_{k}\right)=y$. Since $t=\left(t_{k}\right) \in \mathbb{R}^{n}$ has a unique representation $t=\sum_{k=1}^{n} t_{k} e_{k}$, we can say
$\left(\left[t_{k}, t_{k}\right]\right):=x \in\left(\mathbb{I}_{\mathbb{R}}^{n}\right)_{r}$ has the unique representation $x=\left(\left[t_{k}, t_{k}\right]\right)=\sum_{k=1}^{n} t_{k} b_{k}$. On the other hand, for any $y_{k}$ there may be a lot of $t_{k} \in y_{k}$. In other words, there may be a lot of $\left[t_{k}, t_{k}\right] \subseteq y_{k}$. You can easily see that, for each $k$,

$$
\begin{aligned}
y_{k} & =\sup _{\subseteq}\left\{\left[t_{k}, t_{k}\right]:\left[t_{k}, t_{k}\right] \subseteq y_{k}\right\} \\
& =\sup _{\subseteq}\left\{\sum_{k=1}^{n} t_{k} b_{k}:\left[t_{k}, t_{k}\right] \subseteq y_{k}\right\} .
\end{aligned}
$$

This representation is still unique by the properties of the suprema by the partial order relation $\subseteq$. Thus, we get

$$
\begin{aligned}
y & =\left(y_{k}\right)_{k=1}^{n}=\left(\sup _{\subseteq}\left\{\sum_{k=1}^{n} t_{k} b_{k}:\left[t_{k}, t_{k}\right] \subseteq y_{k}\right\}\right)_{k=1}^{n} \\
& =\sup _{\preceq}\left\{\sum_{k=1}^{n} t_{k}^{x} b_{k}:\left(\left[t_{k}, t_{k}\right]\right)_{k=1}^{n}=x \preceq y=\left(y_{k}\right)_{k=1}^{n}\right\} .
\end{aligned}
$$

The last supremum, of course, is taken over " $\preceq$ " relation on $\mathbb{I}_{\mathbb{R}}^{n}$ and the representation is obviously unique.
The representation is also known as the super position of $y$ in $\mathbb{I}_{\mathbb{R}}^{n}$.
Example 4.6. Let us give the super position of $y=([-1,3],[2,2])$ in $\mathbb{I}_{\mathbb{R}}^{2}$ where $y_{1}=[-1,3]$ and $y_{2}=[2,2]$. By the discussion in the proof

$$
y_{1}=[-1,3]=\sup _{\subseteq}\left\{[t, t]:[t, t] \subseteq y_{1}\right\}=\sup _{\subseteq}\{[t, t]: t \in[-1,3]\}
$$

and

$$
\begin{aligned}
y_{2} & =[2,2]=\sup _{\subseteq}\left\{[t, t]:[t, t] \subseteq y_{2}\right\}=\sup _{\subseteq}\{[t, t]: t \in[2,2]\} \\
& =\sup _{\subseteq}\{[2,2]\}=[2,2] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
y & =([-1,3],[2,2])=\left(\sup _{\subseteq}\left\{\sum_{k=1}^{2} t_{k} b_{k}:\left[t_{k}, t_{k}\right] \subseteq y_{k}\right\}\right)_{k=1}^{2} \\
& =\sup _{\subseteq}\left\{t_{1}([1,1],[0,0])+t_{2}([0,0],[1,1]):\left[t_{k}, t_{k}\right] \subseteq y_{k}, k=1,2\right\} \\
& =\sup _{\preceq}\left\{\begin{array}{c}
{\left[t_{1}, t_{1}\right]([1,1],[0,0])+\left[t_{2}, t_{2}\right]([0,0],[1,1])} \\
: x=\left(\left[t_{1}, t_{1}\right],\left[t_{2}, t_{2}\right]\right) \preceq y
\end{array}\right\} .
\end{aligned}
$$

Definition 4.5. A quasilinear space $X$ is called consolidate (solid-floored) $Q L S$ whenever $y=\sup \left\{x \in X_{r}: x \preceq y\right\}$ for each $y \in X$. Otherwise, $X$ is called a non-consolidate QLS, briefly, $n c-Q L S$.

The supremum in this definition is taken on the order relation " $\preceq$ " in the definition of a QLS. Above definition assumes $\sup \left\{x \in X_{r}: x \preceq y\right\}$ exists for each $y \in X$. Implicitly, we say that $X$ is consolidate if and only if $y=\sup F_{y}$, for each $y \in X$.

We signify that any linear space is a consolidate QLS: Indeed, $X_{r}=X$ for any linear space $X$ and so

$$
y=\sup \left\{x \in X_{r}: x \preceq y\right\}=\sup \left\{x \in X_{r}: x=y\right\}=\sup \{y\}=y
$$

for any element $y$ in $X$.
Example 4.7. $\mathbb{I}_{\mathbb{R}}^{n}$ is a consolidate QLS. Singular subspace of $\mathbb{I}_{\mathbb{R}}^{1}$ is a nc-QLS since $F_{y}=\emptyset$ for the element $y=[1,2]$ in $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$. Further,

$$
\mathcal{B}=\{[a, b]: a \leq 0 \leq b, a, b, 0 \in \mathbb{R}\}
$$

is another nc-subspace of $\mathbb{I}_{\mathbb{R}}^{1} \cdot\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{\text {sym }}$ is also a nc-QLS subspace of $\mathcal{B}$ and of $\mathbb{I}_{\mathbb{R}}^{1}$.

Definition 4.6. For two quasilinear spaces $(X, \leq)$ and $(Y, \preceq), Y$ is called compatible contains $X$ whenever $X \subseteq Y$ and the partial order relation $\leq$ on $X$ is the restriction of the partial order relation $\preceq$ on $Y$. We briefly use the symbol $X \subseteq Y$ in this case. We write $X \equiv Y$ whenever $X \subseteq Y$ and $Y \subseteq X$.
Remark 4.3. Hence $X \equiv Y$ means $X$ and $Y$ are the same sets with the same partial order relations which make one each quasilinear space. However, we may write $X=Y$ for $X \equiv Y$ whenever the relations are clear from context.
Definition 4.7. Let $X$ be a QLS. Consolidation of $X$ is the smallest consolidate QLS $\widehat{X}$ which compatible contains $X$, that is, if there exists another consolidate QLS $Y$ which compatible contains $X$ then $\widehat{X} \subseteq Y$.

Clearly, $\widehat{X}=X$ for some consolidate QLS $X$. Whether each QLS has a consolidation is not know yet. This notion is unnecessary for consolidate QLSs, hence is in linear spaces.
Theorem 4.3. Consolidation of $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ is $\mathbb{I}_{\mathbb{R}}^{1}$.
Proof. Obviously, $\mathbb{I}_{\mathbb{R}}^{1}$ compatible contains $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$. Suppose that $Z$ is another consolidate QLS containing $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$. For an arbitrary element $x$ of $\mathbb{I}_{\mathbb{R}}^{1}$ we will show that $x \in Z$. If $x \in\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ then the proof is clear. If $x \notin\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ then $x$ have to be a degenerate interval that is an element of $\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{r}$. Hence, $x=[a, a]$ for an $a \in \mathbb{R}$. Assume that $[a, a] \notin Z$. For any $\varepsilon>0$ we have that $[a-\varepsilon, a+\varepsilon] \in\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$ and so $[a-\varepsilon, a+\varepsilon] \in Z$. Since $Z$ is consolidate,

$$
[a-\varepsilon, a+\varepsilon]=\sup \left\{y \subseteq[a-\varepsilon, a+\varepsilon]: y \in Z_{r}\right\}
$$

for any $\varepsilon>0$. This means there exists an element $u_{\varepsilon} \in Z_{r}$ such that $u_{\varepsilon} \subseteq[a-\varepsilon, a+\varepsilon]$ in $Z$. Therefore, we have $[a, a] \in Z_{r}$, otherwise; the set $[a-\varepsilon, a+\varepsilon]$ cannot be a closed set in $\mathbb{R}$ and so this conflicts with the fact that $[a-\varepsilon, a+\varepsilon] \in\left(\mathbb{I}_{\mathbb{R}}^{1}\right)_{s}$. Thus, the assumption $[a, a] \notin Z$ is incorrect.

For any element $y$ of a QLS $X$, the set

$$
F_{y}^{\widehat{X}}=\left\{z \in(\widehat{X})_{r}: z \preceq y\right\}
$$

denotes the floor of $y$ in $\widehat{X}$ and sometimes $F_{y}^{\widehat{X}}$ is said to be the floor of $y$ in the consolidation. For a consolidate QLS, this notion is unnecessary. But the concept is important in a nc-QLS, especially, in producing of an inner-product on a QLS.
Definition 4.8. Let $X$ be a quasilinear space having a consolidation $\widehat{X}$. A mapping $\langle\rangle:, X \times X \rightarrow \Omega(\mathbb{K})$ is called an inner product on $X$ if for any $x, y, z \in X$ and $\alpha \in \mathbb{K}$ the following conditions are satisfied :

$$
\begin{gather*}
\text { If } x, y \in X_{r} \text { then }\langle x, y\rangle \in \Omega(\mathbb{K})_{r} \equiv \mathbb{K},  \tag{4.3}\\
\langle x+y, z\rangle \subseteq\langle x, z\rangle+\langle y, z\rangle,  \tag{4.4}\\
\langle\alpha x, y\rangle=\alpha\langle x, y\rangle,  \tag{4.5}\\
\langle x, y\rangle=\langle y, x\rangle,  \tag{4.6}\\
\langle x, x\rangle \geq 0 \text { for } x \in X_{r} \text { and }\langle x, x\rangle=0 \Leftrightarrow x=0,  \tag{4.7}\\
\|\langle x, y\rangle\|_{\Omega(\mathbb{R})}=\sup \left\{\|\langle a, b\rangle\|_{\Omega(\mathbb{R})}: a \in F_{x}^{\widehat{X}}, b \in F_{y}^{\widehat{X}}\right\},  \tag{4.8}\\
\text { if } x \preceq y \text { and } u \preceq v \text { then }\langle x, u\rangle \subseteq\langle y, v\rangle, \tag{4.9}
\end{gather*}
$$

if for any $\varepsilon>0$ there exists an element $x_{\varepsilon} \in X$ such that

$$
\begin{equation*}
x \preceq y+x_{\varepsilon} \text { and }\left\langle x_{\varepsilon}, x_{\varepsilon}\right\rangle \subseteq S_{\varepsilon}(\theta) \text { then } x \preceq y \tag{4.10}
\end{equation*}
$$

where $\mathbb{K}$ is real or complex field and $\Omega(\mathbb{K})$ denotes the quasilinear space of the family of all compact subsets of $\mathbb{K}$. Further $S_{\varepsilon}(\theta)$ is the zero-centered $\varepsilon$-radius closed circle in $\mathbb{K}$. A quasilinear space with an inner product is called an inner product quasilinear space, briefly, IPQLS.

Theorem 4.4. For $x=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,\left[\underline{x_{n}}, \overline{x_{n}}\right]\right)$ and $y=\left(\left[\underline{y_{1}}, \overline{y_{1}}\right], \ldots,\left[\underline{y_{n}}, \overline{y_{n}}\right]\right) \in \mathbb{I}_{\mathbb{R}}^{n}$, the equality

$$
\langle x, y\rangle=\sum_{k=1}^{n}\left[\underline{x_{k}}, \overline{x_{k}}\right]\left[\underline{y_{k}}, \overline{y_{k}}\right]
$$

defines an inner-product and hence $\mathbb{I}_{\mathbb{R}}^{n}$ is an $I P Q L S$ on the field $\mathbb{R}$ by this inner product.
Proof. Let $x, y \in\left(\mathbb{I}_{\mathbb{R}}^{n}\right)_{r}$ then $x=\left(\left[x_{1}, x_{1}\right], \ldots,\left[x_{n}, x_{n}\right]\right)$ and $y=\left(\left[y_{1}, y_{1}\right], \ldots,\left[y_{n}, y_{n}\right]\right)$. So,

$$
\begin{aligned}
\langle x, y\rangle & =\sum_{k=1}^{n}\left[x_{k}, x_{k}\right]\left[y_{k}, y_{k}\right] \\
& =\sum_{k=1}^{n}\left\{x_{k} y_{k}\right\} \in \Omega(\mathbb{R})_{r} \equiv \mathbb{R} .
\end{aligned}
$$

Later three condition can be easily verified. Now for $x \in\left(\mathbb{I}_{\mathbb{R}}^{n}\right)_{r},\langle x, x\rangle=\sum_{k=1}^{n}\left\{x_{k} x_{k}\right\}=\sum_{k=1}^{n}\left\{\left|x_{k}\right|^{2}\right\} \in \Omega(\mathbb{R})_{r} \equiv \mathbb{R}$ and so we can write $\langle x, x\rangle \geq 0$. Easily we can see that $\langle x, x\rangle=0 \Leftrightarrow x=0$. Let us now verify the equality

$$
\|\langle x, y\rangle\|_{\Omega(\mathbb{R})}=\sup \left\{\|\langle a, b\rangle\|_{\Omega(\mathbb{R})}: a \in F_{x}^{\widehat{X}}, b \in F_{y}^{\widehat{X}}\right\}
$$

where $X=\mathbb{I}_{\mathbb{R}}^{n}$. Since $X$ is consolidate $\widehat{X}=X$ and

$$
\begin{aligned}
& \left.\|\langle x, y\rangle\|_{\Omega(\mathbb{R})}=\| \sum_{k=1}^{n}\left[\underline{x_{k}}, \overline{x_{k}}\right] \underline{\left[y_{k}\right.}, \overline{y_{k}}\right] \|_{\Omega(\mathbb{R})} \\
& =\left\|\sum_{k=1}^{n} \sup _{\subset}\left\{\left\langle\left[t_{k}, t_{k}\right],\left[s_{k}, s_{k}\right]\right\rangle:\left[t_{k}, t_{k}\right] \subset\left[\underline{x_{k}}, \overline{x_{k}}\right],\left[s_{k}, s_{k}\right] \subset\left[\underline{y_{k}}, \overline{y_{k}}\right]\right\}\right\|_{\Omega(\mathbb{R})} \\
& \left.=\| \sum_{k=1}^{n} \sup _{\subset}\left\{\left\langle\left[t_{k}, t_{k}\right],\left[s_{k}, s_{k}\right]\right\rangle:\left[t_{k}, t_{k}\right] \in F_{\left[\underline{k_{k}}, \overline{x_{k}}\right]}^{\mathbb{1}_{1}^{1}}\right]\left[s_{k}, s_{k}\right] \in F_{\left[\underline{y_{k}}, \overline{y_{k}}\right]}^{\mathbb{1}_{1}^{1}}\right\} \|_{\Omega(\mathbb{R})} \\
& =\left\|\sup \left\{\sum_{k=1}^{n}\left\langle\left[t_{k}, t_{k}\right],\left[s_{k}, s_{k}\right]\right\rangle:\left[t_{k}, t_{k}\right] \in F_{\left[\underline{x_{k}}, \overline{x_{k}}\right]}^{\mathbb{T}_{1}^{1}},\left[s_{k}, s_{k}\right] \in F_{\left[\underline{y_{k}}, \overline{y_{k}}\right]}^{\mathbb{1}_{\mathbb{1}}^{1}}\right\}\right\|_{\Omega(\mathbb{R})} \\
& =\left\|\sup \left\{\langle a, b\rangle: a \in F_{x}^{\mathbb{T}^{n}}, b \in F_{y}^{\mathbb{T}_{2}^{n}}\right\}\right\|_{\Omega(\mathbb{R})} \\
& =\sup \left\|\left\{\langle a, b\rangle: a \in F_{x}^{\mathbb{I R}^{n}}, b \in F_{y}^{\mathbb{I}_{x}^{n}}\right\}\right\|_{\Omega(\mathbb{R})} \\
& =\sup \left\{\|\langle a, b\rangle\|: a \in F_{x}^{\mathbb{U n}_{n}^{n}}, b \in F_{y}^{\mathbb{U n}^{n}}\right\}
\end{aligned}
$$

were $a=\left(\left[t_{1}, t_{1}\right],\left[t_{2}, t_{2}\right], \ldots,\left[t_{n}, t_{n}\right]\right)$ and $b=\left(\left[s_{1}, s_{1}\right],\left[s_{2}, s_{2}\right], \ldots,\left[s_{n}, s_{n}\right]\right)$ are degenerate interval vectors obeying the above equality chain. Now let us only verify the last axiom of the inner product. Let us assume that for any $\varepsilon>0$ there exists an element $x_{\varepsilon}=\left(\left[\underline{x_{1_{\varepsilon}}}, \overline{x_{\varepsilon}}\right], \ldots,\left[\underline{x_{n_{\varepsilon}}}, \overline{x_{n_{\varepsilon}}}\right]\right) \in \mathbb{I}_{\mathbb{R}}^{n}$ such that

$$
x=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,\left[\underline{x_{n}}, \overline{x_{n}}\right]\right) \preceq y=\left(\left[\underline{y_{1}}, \overline{y_{1}}\right], \ldots,\left[\underline{y_{n}}, \overline{y_{n}}\right]\right)+x_{\varepsilon}
$$

and $\left\langle x_{\varepsilon}, x_{\varepsilon}\right\rangle \subseteq S_{\varepsilon}(\theta)$. This implies, for each $k \in\{1,2, \ldots, n\},\left[x_{k}, x_{k}\right] \subseteq\left[y_{k}, y_{k}\right]+\left[\underline{x_{\varepsilon}}, \overline{x_{k_{\varepsilon}}}\right]$. Since

$$
\left\langle x_{\varepsilon}, x_{\varepsilon}\right\rangle=\sum_{k=1}^{n}\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right]\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right] \subseteq S_{\varepsilon}(\theta),
$$

we get

$$
\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right]\left[\underline{x_{\varepsilon}}, \overline{x_{k_{\varepsilon}}}\right]=\left\langle\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right],\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right]\right\rangle \subseteq S_{\varepsilon}(\theta)
$$

for each $k$. Since $\varepsilon \rightarrow 0$ implies $\left\|S_{\varepsilon}(\theta)\right\|_{\Omega(\mathbb{R})} \rightarrow 0$, we obtain

$$
\left\langle\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right],\left[\underline{x_{k_{\varepsilon}}}, \overline{x_{k_{\varepsilon}}}\right]\right\rangle \rightarrow\{0\}
$$

in $\Omega(\mathbb{R})$. This brings us $\left[x_{k}, x_{k}\right] \subseteq\left[y_{k}, y_{k}\right]$ for each $k$. Eventually we can say $x \preceq y$.
Verification of remaining axioms are easy.
Let us see verification of the condition (26) in the proof by an easy example in $\mathbb{I}_{\mathbb{R}}^{n}$ in order to well-understanding of the condition.

Example 4.8. Let us consider $x=([-3,3],[2,5]), y=([-1,3],[2,2])$ in $\mathbb{I}_{\mathbb{R}}^{2}$.

$$
\begin{aligned}
& \left.\|\langle x, y\rangle\|_{\Omega(\mathbb{R})}=\| \sum_{k=1}^{2}\left[\underline{x_{k}}, \overline{x_{k}}\right] \underline{\left[y_{k}\right.}, \overline{y_{k}}\right]\left\|_{\Omega(\mathbb{R})}=\right\|[-3,3][-1,3]+[2,5][2,2] \|_{\Omega(\mathbb{R})} \\
& =\left\|\begin{array}{c|c}
\sup \{[t, t][s, s]:[t, t] \subset[-3,3],[s, s] \subset[-1,3]\} \\
+\sup \{[t, t][s, s]:[t, t] \subset[2,5],[s, s] \subset[2,2]\}
\end{array}\right\|_{\Omega(\mathbb{R})}
\end{aligned}
$$

$$
\begin{aligned}
& =\left\|\begin{array}{c}
\sup \left\{\left\{[t, t][s, s]:[t, t] \in F_{[-3,3]}^{\mathbb{I}_{\mathbb{R}}^{1}},[s, s] \in F_{[-1,3]}^{\mathbb{I}_{\mathbb{R}}^{1}}\right\}\right. \\
\left.\quad+\left\{[t, t][s, s]:[t, t] \in F_{[2,5]}^{\mathbb{I}_{\mathbb{R}}^{1}},[s, s] \in F_{[2,2]}^{\mathbb{I}_{\mathbb{R}}^{1}}\right\}\right\}
\end{array}\right\|_{\Omega(\mathbb{R})} \\
& =\left\|\sup \left\{\langle a, b\rangle: a \in F_{x}^{\mathbb{I}_{\mathbb{R}}^{2}}, b \in F_{y}^{\mathbb{I}_{\mathbb{R}}^{2}}\right\}\right\|_{\Omega(\mathbb{R})} \\
& =\sup \left\|\left\{\langle a, b\rangle: a \in F_{x}^{\mathbb{I}_{\mathbb{R}}^{2}}, b \in F_{y}^{\mathbb{I}_{\mathbb{R}}^{2}}\right\}\right\|_{\Omega(\mathbb{R})} \\
& =\sup \left\{\|\langle a, b\rangle\|: a \in F_{x}^{\mathbb{I}_{\mathbb{R}}^{2}}, b \in F_{y}^{\mathbb{I}_{\mathbb{R}}^{2}}\right\} .
\end{aligned}
$$

Remark 4.4. The norm derived from this inner product is obtained in a usual way for any

$$
\begin{gathered}
x=\left(x_{1}, x_{2}, \ldots x_{n}\right)=\left(\left[\underline{x_{1}}, \overline{x_{1}}\right], \ldots,\left[\underline{x_{n}}, \overline{x_{n}}\right]\right) \in \mathbb{I}_{\mathbb{R}}^{n}: \\
\|x\|=\sqrt{\|\langle x, x\rangle\|_{\Omega(\mathbb{R})}}=\left(\left\|\sum_{k=1}^{n}\left[\underline{x_{k}}, \overline{x_{k}}\right]\left[\underline{x_{k}}, \overline{x_{k}}\right]\right\|_{\Omega(\mathbb{R})}\right)^{1 / 2} \\
= \\
\left(\sum_{k=1}^{n}\left|x_{k}\right|^{2}\right)^{1 / 2}=\left(\sum_{k=1}^{n}\left\{\max \left\{\left|\underline{x_{k}}\right|,\left|\overline{x_{k}}\right|\right\}\right\}^{2}\right)^{1 / 2}=\|x\|_{2}
\end{gathered}
$$

This shows that the inner-product norm is just the 2-norm on $\mathbb{I}_{\mathbb{R}}^{n}$. For $n=1$ if $x=[\underline{x}, \bar{x}] \in \mathbb{I}_{\mathbb{R}}^{1}$ then

$$
\begin{aligned}
\|x\| & =\sqrt{\|\langle x, x\rangle\|_{\Omega(\mathbb{R})}}=\left(\left\|\sum_{k=1}^{1}\left[\underline{x_{k}}, \overline{x_{k}}\right]\left[\underline{x_{k}}, \overline{x_{k}}\right]\right\|_{\Omega(\mathbb{R})}\right)^{1 / 2}=(|[\underline{x}, \bar{x}][\underline{x}, \bar{x}]|)^{1 / 2} \\
& =(|[\min S, \max S]|)^{1 / 2}, w h e r e S=\left\{\underline{x}^{2}, \underline{x} \bar{x}, \bar{x} \underline{x}, \bar{x}^{2}\right\} \\
& =(\max \{\min S, \max S\})^{1 / 2}, \text { where } S=\left\{\underline{x}^{2}, \underline{x} \bar{x}, \bar{x} \underline{x}, \bar{x}^{2}\right\} \\
& =\left(\max \left\{\left|a^{2}\right|: a \in[\min S, \max S]\right\}\right)^{1 / 2} \\
& \left.=\left(|[\underline{x}, \bar{x}]|^{2}\right)^{1 / 2}=\mid \underline{x}, \bar{x}\right] \mid
\end{aligned}
$$

Note in general that $[\underline{x}, \bar{x}][\underline{x}, \bar{x}] \neq[\underline{x}, \bar{x}]^{2}$ where $[\underline{x}, \bar{x}]^{2}$ is defined as $[\underline{x}, \bar{x}]^{2}=\left\{t^{2}: t \in[\underline{x}, \bar{x}]\right\}$ in $\mathbb{I}_{\mathbb{R}}^{1}$. However, $\|x\|^{2}=|[\underline{x}, \bar{x}][\underline{x}, \bar{x}]|=|[\underline{x}, \bar{x}]|^{2}$.

Definition 4.9. Let $x=\left(\left[x_{1}, x_{1}\right], \ldots,\left[x_{n}, x_{n}\right]\right)$ and $y=\left(\left[y_{1}, y_{1}\right], \ldots,\left[y_{n}, y_{n}\right]\right)$ be two elements in $\mathbb{I}_{\mathbb{R}}^{n} \cdot x$ and $y$ are called orthogonal if

$$
\langle x, y\rangle=\sum_{k=1}^{n}\left[\underline{x_{k}}, \overline{x_{k}}\right]\left[\underline{y_{k}}, \overline{y_{k}}\right]=[0,0]=\{0\} .
$$

Any set $A$ in $\mathbb{I}_{\mathbb{R}}^{n}$ is called orthogonal if each two elements in $A$ are orthogonal. Moreover, if we know each elements of $A$ has norm 1 then $A$ is called orthonormal.

Example 4.9. Let us consider $x=([-3,3],[0,0]), y=([0,0],[2,5])$ in $\mathbb{I}_{\mathbb{R}}^{2}$. Obviously $x$ and $y$ are orthogonal. These two elements are singular elements which are orthogonal. ([ $[-3,-3],[0,0]$ ) and $y=([0,0],[2,2]$ ) are regular (degenerate) orthogonal elements. The set

$$
A=\{([1,1],[0,0], \ldots,[0,0]),([0,0],[1,2], \ldots,[0,0]), \ldots,([0,0],[0,0], \ldots,[1, n])
$$

is an orthogonal set in $\mathbb{I}_{\mathbb{R}}^{n}$ which is not a basis. However,

$$
B=\{([1,1],[0,0], \ldots,[0,0]),([0,0],[1,1], \ldots,[0,0]), \ldots,([0,0],[0,0], \ldots,[1,1])
$$

is an orthonormal basis in $\mathbb{I}_{\mathbb{R}}^{n}$.

## Article Information

Acknowledgements: The authors would like to express their sincere thanks to the editor and the anonymous reviewers for their helpful comments and suggestions.

Author's contributions: All authors contributed equally to the writing of this paper. All authors read and approved the final manuscript.

Conflict of Interest Disclosure: No potential conflict of interest was declared by the author.
Copyright Statement: Authors own the copyright of their work published in the journal and their work is published under the CC BY-NC 4.0 license.

Supporting/Supporting Organizations: No grants were received from any public, private or non-profit organizations for this research.

Ethical Approval and Participant Consent: It is declared that during the preparation process of this study, scientific and ethical principles were followed and all the studies benefited from are stated in the bibliography.

Plagiarism Statement: This article was scanned by the plagiarism program. No plagiarism detected.
Availability of data and materials: Not applicable.

## References

[1] Farkas, J.: Theorie der einfachen Ungleichungen. Journal Reine Angewandte Mathematik. 124, 1-27 (1902).
[2] Neumaier, A.: Interval methods for systems of equations. Cambridge University Press. Cambridge, UK (1990).
[3] Rohn, J.: Strong solvability of interval linear programming problems. Computing. 26, 79-82 (1981).
[4] Rohn, J.: Linear programming with inexact data is NP-hard. Journal of Applied Mathematics and Mechanics. 78, 1051-1052 (1998).
[5] Rohn, J.: Systems of linear interval equations. Linear Algebra Applications. 126, 39-78 (1989).
[6] Rohn, J.: An existence theorem for systems of linear equations. Linear Multilinear Algebra. 29, 141-144 (1991).
[7] Rohn, J.: Solvability of systems of linear interval equations. Siam Journal of Matrix Analysis and Applications. 25(1), 237-245 (2003).
[8] Aseev, S. M.: Quasilinear operators and their application in the theory of multivalued mappings. Proceedings of the Steklov Institute of Mathematics. 2, 23-52 (1986).
[9] Banazılı, H. K.: On quasilinear operators between quasilinear spaces. M.Sc. thesis. İnönü University (2014).
[10] Yılmaz, Y., Çakan S., Aytekin, Ş.: Topological quasilinear spaces. Abstract and Applied Analysis. 2012, 951374 (2012).
[11] Çakan, S., Yllmaz, Y.:Normed proper quasilinearmspaces. Journal of Nonlinear Science and Applications. 8, 816-836 (2015).
[12] Çakan S., Yılmaz, Y.:Riesz lemma in normed quasilinear spaces and its an application. Proceedings of the National Academy of Sciences, India Section A: Physical Sciences. 88, 231-239 (2018).
[13] Bozkurt, H.: Quasilinear inner product spaces and some generalizations. Ph.D. thesis. İnönü University (2016).
[14] Bozkurt, H., Yllmaz, Y.:Some new results on inner product quasilinear spaces. Cogents Mathematics. 3, 1194801 (2016).
[15] Yılmaz, Y., Bozkurt, H., Çakan S.: On ortonormal sets in inner product quasilinear spaces. Creative Mathematics and Informatics. 25, 229-239 (2016).
[16] Bozkurt, H., Yılmaz, Y.: New inner product quasilinear spaces on interval numbers. Journal of Function Spaces. 2016,2619271 (2016).
[17] Levent, H., Yılmaz, Y.: Translation, modulation and dilation systems in set-valued signal processing. Carpathian Mathematical Publications. 10(1), 143-164 (2018).
[18] Yılmaz, Y., Levent, H.: Inner-product quasilinear spaces with applications in signal processing. Euro-Tbilisi Mathematical Journal.14(4), 125-146 (2021).
[19] Yılmaz, Y., Bozkurt, H., Levent, H., Çetinkaya, Ü.: Inner product fuzzy quasilinear spaces and some fuzzy sequence spaces. Journal of Mathematics. 2022, 2466817 (2022).
[20] Dehghanizade, R., Modarres, S. M. S.: Quasi-algebra, aspecial sample of quasilinear spaces. Preprint arxiv:2010.08724 (2020).
[21] Dehghanizade, R., Modarres, S. M. S.: Quotient spaces on quasilinear spaces. International Journal of Nonlinear Analysis and Applications. 12(Special Issue), 781-792 (2021).
[22] Moore, E. R., Kearfott, R. B., Cloud, M. J.: Introduction to interval analysis. SIAM, Philadelphia (2009).

## Affiliations

Yilmaz Yilmaz
Address: İnönü University, Dept. of Mathematics, 42280, Malatya-Turkey.
E-MAIL: yyilmaz44@gmail.com
ORCID ID: 0000-0003-1484-782X

## Halise Levent

Address: İnönü University, Dept. of Mathematics, 42280, Malatya-Turkey.
e-mail: halisebanazili44@gmail.com
ORCID ID: 0000-0002-7139-361X

## Hacer Bozkurt

Address: Batman University, Dept. of Mathematics, 72100, Batman-Turkey.
E-MAIL: hacer.bozkurt@batman.edu.tr
ORCID ID: 0000-0002-2216-2516


[^0]:    Received: 17-05-2022, Accepted : 10-08-2022
    (Cite as "Y. Yılmaz, H. Levent, H. Bozkurt, On the Algebra of Interval Vectors, Math. Sci. Appl. E-Notes, 11(2) (2023), 67-79")

