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Oz

Egitsel veri madenciliginin temel amaci, egitimle ilgili konularda karar vermeyi desteklemek igin
egitim verilerinden faydali bilgiler ¢ikarmaktir. Egitsel veri madenciliginde en ¢ok tercih edilen
yontemlerden biri de tahmindir. Mevcut ¢aliymanin birincil amaci, adaylarin Beden Egitimi ve
Spor Egitimi programina kabul edilip edilmeyeceklerini farkli algoritmalar kullanarak tahmin
etmektir. Bu aragtirma kapsaminda 2016-2020 yillar1 arasinda Tiirkiye'de bir devlet {iniversitesinin
Beden Egitimi ve Spor Egitimi programina katilmak i¢in bagvuran 1.671 adaydan elde edilen
verilerle c¢alisilmigtir. Random Forest, KNN, SVM, Logistic Regression ve Naive Bayes
algoritmalarmin her biri, bir adaymn ilgili programina kabul edilip edilmeyecegini tahmin etmek
icin kullamlmustir. Elde edilen bulgulara gore algoritmalarin siniflandirma dogrulugu en yiiksekten
en diigiige dogru sirasiyla; Random Forest (.985), SVM (.845), KNN (.818), Naive Bayes (.815) ve
Logistic Regression (.701) seklindedir. Baska bir deyisle, Random Forest algoritmasimn, 6rnekleri
neredeyse tam olarak dogru bir sekilde smiflandirdigr bulunmustur. Bu baglamda, ¢caligmadan elde
edilen diger bulgular ayrintili olarak tartisilmig ve gelecek aragtirmalar igin Onerilerde
bulunulmustur.
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Abstract

Educational data mining’s primary purpose being to extract useful information from educational
data in order to support decision-making on educational issues. One of the most preferred methods
in educational data mining is prediction. The primary purpose of the current study is to predict
whether or not candidates will be admitted into the PESE program according to different
algorithms. Within the scope of this research, data was obtained from 1,671 candidates who applied
to join the PESE program of a state university in Turkey between 2016 and 2020 were studied. The
Random Forest, KNN, SVM, Logistic Regression, and Naive Bayes algorithms were each used to
predict whether or not a candidate could admit to the PESE program. According to the findings,
the algorithms’ classification accuracy from highest to lowest is Random Forest (.985), SVM
(.845), kNN (.818), Naive Bayes (.815), and Logistic Regression (.701), respectively. In other
words, the Random Forest algorithm is shown to have correctly classified the instances almost
exactly. Other findings from the study are discussed in detail, and suggestions put forth for future
research.
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Introduction

In line with the latest developments in technology, there is a continuous increase in the speed of data production
as well as the volume of data generated on a daily basis. Meaningful information, patterns, and trends can be
revealed from careful analysis of this data, which is then increasingly being used in many different areas of daily
life (e.g., Agrawal & Prabakaran, 2020; Hallikainen et al., 2020; Line et al., 2020), and is referred to as big data
(De Mauro et al., 2015). It may be said that one area considerably involved is education, as this data allows
students, teachers, administrators, and other stakeholders to undertake new research and to explore new avenues
previously unknown. Since each stakeholder group has its own mission and goals, educational information often
needs to be analyzed from various perspectives (Hanna, 2004).

As an emerging discipline, educational data mining (EDM) was defined by Romero and Ventura (2010, p. 601) as
a means to “exploits statistical, machine-learning, and data-mining algorithms over the different types of
educational data” with its primary purpose being to extract useful information obtained from educational data in
order to reinforce decision-making in educational studies (Calvet Lifian & Juan Pérez, 2015). There are various
methods employed in the field of EDM to achieve this, and which have been classified in different ways by
different researchers (Baker, 2011; Baker & Yacef, 2009; Bakhshinategh et al., 2018; Romero & Ventura, 2013).
For instance, in a study by Bakhshinategh et al. (2018, p. 540), the most commonly used methods were specified
as “classification and regression, clustering, association rule mining, discovery with models, outlier detection,
social network analysis, text mining, sequential pattern mining, and visualization technique”. For this reason, it
should be considered that each method used for EDM has potentially different features that should be taken into

consideration in its usage.

One of the most preferred methods in EDM is prediction (e.g., Aouifi et al., 2021; Sokkhey & Okazaki, 2020; Saa,
2016). Baker (2011), with research aimed at developing a model that can infer a single aspect of any data from a
combination of various other aspects of the data using prediction methods such as classification (e.g., Karthikeyan
et al., 2020; Kili¢ Depren et al., 2017), regression (e.g., Karlos et al., 2020; Yulia, 2020), or density estimation
(e.g., Gerber, 2014; Hernandez-Suarez et al., 2019). One of the important goals of today’s educational systems is
to maximize academic results, and to improve the quality of the educational experience by minimizing the failure
rates of students. In this context, by employing prediction methods, learners’ academic performance (Waheed et
al., 2020) and their pass/fail status for a particular course (Abut et al., 2018) can be predicted, and early warning
systems developed to qualify at-risk students (Akgapmar et al., 2019). These same methods can also be used to

make early predictions about dropouts (Marquez-Vera et al., 2016).

Furthermore, by evaluating candidates according to different criteria, it may be predicted in advance whether or
not students will be admitted to schools or other educational programs, or be accepted for employment, etc. (e.g.,
Acikkar & Akay, 2009). For instance, students can be admitted to certain higher education programs in Turkey
based on special talent exams (STES) organized directly by the higher education institutions themselves. As an
example, numerous criteria (see Table 3) are taken into account in determining whether or not students may be
enrolled to the Physical Education and Sports Education (PESE) program. The primary aim of the current research
is to predict whether or not candidates will be admitted into the PESE program according to different algorithms.

Thus, candidates who are or are considering applying to the PESE, or similar programs that accept students by
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way of a STE, may be shown predictions of what they may encounter according to different scores and criteria

used at the admission stage.

Moreover, a website could be developed where the candidates could enter their actual or anticipated scores based
on the criteria used in the evaluation, and which could then be used to predict whether or not they would likely be
admitted to the relevant program. Thus, by using the quota of the relevant program according to gender as a
variable, candidates can gain a better idea about their likely admittance according to different scores and different

criteria.

Methodology

In Turkey, students can be admitted to higher education institutions either by central placement or by STEs
organized directly by higher education institutions themselves, taking into account the students’ scores obtained
from centralized national university entrance examinations conducted by the Measuring, Selection and Placement
Center [Olgme, Segme ve Yerlestirme Merkezi (OSYM)]. The OSYM is a public institution that provides
examination services to more than 10 million higher education candidates nationally each year in Turkey, and has
both administrative and financial autonomy to conduct the processes of measuring, selection, and placement to

international standards.

In order for students to be eligible to enroll to a higher education institution, they must first take the Higher
Education Institutions Exam (HEIE), which is a centralized assessment that is administered once annually by the
OSYM. The HEIE, in which thousands of candidates participate every year, is conducted in three different
sessions/parts: Basic Proficiency Test (BPT), Field Proficiency Test (FPT), and Foreign Language Test (FLT). For
example, according to 2020 data; 2.296.138 out of 2.424.718 candidates who applied to BPT, 1.672.376 out of
1.788.590 candidates who applied to FPT, and 105.579 out of 128.177 candidates who applied to FLT took the
exam (OSYM, 2021).

Some departments in Turkey’s higher education institutions accept students through a STE (e.g., coaching, sports
management, physical education and sports education, etc.), and also in some academic units (e.g., conservatories,
fine arts, schools of physical education, and sports, etc.). One example of this is the Physical Education and Sports
Education (PESE) program, which is offered by some Sports Sciences Faculties or Physical Education and Sports
Schools. Students who graduate from the PESE program can then apply to work as physical education teachers in
either public or private schools in Turkey, and may also coach students at summer/winter sports camps during

their spare time.

In this study, data was obtained from candidates who applied to join a PESE program, which is an example of
programs in which students may be accepted through a STE at state universities in Turkey. In order for candidates
to apply to the PESE program, they must first achieve a minimum of 180 points from the BPT or be in the top
800.000 candidates that year. Furthermore, candidates must then successfully complete the nine-stage STE (see
Figure 1) as prepared by an authorized board of the relevant institution in order to determine their physical
proficiency through activities of various sports branches. The scores of the candidates from the STE are determined

according to the time taken to successfully complete the parkour (see Table 1).
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Figure 1. Special Talent Exam Parkour

Table 1. STE Scoring Table

Male Female
Time (seconds) Points Time (seconds) Points
...-44.00 100 ...-50.50 100
44.015-44.515 95 50.515-51.015 95
44.525-45.025 90 51.025-51.525 90
45.035-45.535 85 51.535-52.035 85
45.545-46.045 80 52.045-52.545 80
46.055-46.555 75 52.555-53.055 75
46.565-47.065 70 53.065-53.565 70
47.075-47.575 65 53.575-54.075 65
47.585-48.085 60 54.085-54.585 60
48.095-48.595 55 54.595-55.095 55
48.605-49.105 50 55.105-55.605 50
49.115-49.615 45 55.615-56.115 45
49.625-50.125 40 56.125-56.625 40
50.135-50.635 35 56.635-57.135 35
50.645-51.145 30 57.145-57.645 30
51.155-51.655 25 57.655-58.155 25
51.665-52.165 20 58.165-58.665 20

STATION

Throw A Handball Ball

The Wall

STATION
Carrying
Medicine Ball

STATION
Crossing over and
under the barrier

Height:
Female: 60 cm
Male: 80 cm

STATION
360 degree
Rotation

STATION
Forward Roll
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52.175-52.675 15 58.675-59.175 15
52.685-53.185 10 59.185-59.685 10
53.195-53.695 5 59.695-60.195 5
53.70-... 0 60.20-... 0

The scope of the STEs, their evaluation, and the student placement procedures are each self-regulated by the
relevant higher education institutions themselves, and are thereby independent of the centralized OSYM. In other
words, the STEs can be held by different higher education institutions using varying methods in order to determine
a suitable form of examination that fits their institution’s needs and infrastructure. While calculating the
candidates’ overall score for admittance to a PESE program, the BPT score, weighted high school grade point
average (GPA) score, the placement status of any higher education program from the previous year, whether or
not they graduated from a sports high school, and the score they achieved in their STE are all used. The data was
obtained from 1.671 candidates who applied to join the PESE program of a state university in Turkey between
2016 and 2020, and that data was then subjected to analysis (see Table 2).

Table 2. Distributions of Candidates According to Application Year

Year Gender Average age (years) Number of candidates Quota
2016 Total 19 690 50
Female 19 167 20
Male 20 523 30
2017 Total 20 267 50
Female 20 70 20
Male 20 197 30
2018 Total 19 244 55
Female 19 61 20
Male 19 183 35
2019 Total 19 237 40
Female 19 56 15
Male 19 181 25
2020 Total 19 233 40
Female 19 60 15
Male 20 173 25
Total 19 1.671 235

Table 2 details the admittance quotas for both male and female candidates for the PESE program at the relevant
higher education institutions between 2016 and 2020. Also, as indicated in Table 2, it can be seen that whilst there
are decreasing candidate numbers each year, the numbers of male candidates consistently exceed those of female
candidates for the PESE program.

Results

In the current study, Orange software was used to perform predictions according to various algorithms (Padmavaty
et al., 2020). In this context, the Random Forest, Support Vector Machines (SVM), Logistic Regression, k-Nearest

114



Yagci, Olpak, Gul, & Olpak

Neighbors (kNN), and Naive Bayes algorithms were each used to predict whether or not a candidate could admit
to the PESE program. Figure 2 illustrates the details of the workflow of each of the developed models within the
scope of this research.
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Figure 2. Workflow of Developed Models

In the models, to provide an assurance that the results obtained are both valid and may be generalized to make new
predictions, the dataset (1.671 records) was partitioned into training (1.503 records) and test (168 records) sets via

10-fold cross-validation. Details regarding the variables for each of the models are presented in Table 3.

Table 3. Variables in the Models

Features Target Meta
- Application year (2016-2020) Candidates’ CandidatelD
- Age (years) winning status
- Gender (Female; Male) - Winner
- Placement status for previous year’s higher education program (Placement; -  Reserve
No placement) winner
- High school specialization (Sports high school; Other high school) - Loser

- BPT score (Centralized higher education entrance exam)

- Weighted high school GPA score (Graduation grade calculated from an
average of each annual GPA during high school education. Multiplying these
by 5/100 gives the weighted high school GPA, which can be calculated as the
lowest 250 and the highest 500)

- STE score (From candidates’ STE parkour)

Figure 3 provides an example of the analysis results used to predict the candidates” winning status. The values in
the “Status” column are the actual values, whereas the values in the other columns are those pertaining to those

predicted by each model (Random Forest, KNN, SVM, Logistic Regression, and Naive Bayes).
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Random Forest kNN SVM Logistic Regression Naive Bayes Status

1 1.00:0.00: 0.00 — Loser 1.00:0.00: 0.00 — Loser 0.62:0.34:0.04 — Loser 0.90:0.09:0.01 — Loser  0.99:0.01:0.00 — Loser

2 0.07:0.93:0.00 — Reserve Winner 0.20:0.80 : 0.00 — Reserve Winner 0.33:0.54:0.14 — Reserve Winner 0.90:0.10:0.00 — Loser  0.71:0.28:0.01 — Loser

3 1.00:0.00: 0.00 — Loser 0.80:0.20:0.00 — Loser 0.34:0.31:0.35 — Loser 0.81:0.12:0.07 — Loser  0.97:0.01:0.02 — Loser

4 0.00:0.17 : 0.82 — Winner 0.40:0.20: 040 — Loser 0.00:0.27:0.73 — Winner 049:034:0.17 — Loser  0.19:0.61:0.21 — Reserve Winner|
5 0.00:0.00: 1.00 — Winner 0.00:0.40: 0.60 — Winner 0.00:0.14 : 0.86 — Winner 045:032:0.23 — Loser  0.08:0.45:0.47 — Winner

6 0.13:0.87 : 0.00 — Reserve Winner 0.80:0.20 : 0.00 — Loser 0.42:0.53:0.05 — Reserve Winner 0.80:0.15:0.05 — Loser  0.14:0.64 : 0.22 — Reserve Winner
7 1.00:0.00: 0.00 — Loser 1.00:0.00:0.00 — Loser 0.65:0.32:0.03 — Loser 0.86:0.11:0.03 — Loser  0.99:0.01:0.01 — Loser

8 0.77:0.05:0.18 — Loser 1.00:0.00: 0.00 — Loser 0.63:0.24:0.13 — Loser 0.83:0.03:0.14 — Loser  1.00:0.00:0.00 — Loser

9 1.00:0.00: 0.00 — Loser 1.00:0.00: 0.00 — Loser 0.67:0.31:0.02 — Loser 0.88:0.11:0.01 — Loser  0.99:0.01:0.00 — Loser

10  0.08:0.70:0.22 — Reserve Winner 0.00:0.20: 0.80 — Winner 0.00:0.62: 0.38 — Reserve Winner 0.63:0.30:0.07 — Loser  0.17:0.73:0.10 — Reserve Winner
11 0.00:0.15:0.85 — Winner 0.40:0.20: 040 — Loser 0.01:0.16: 0.83 — Winner 0.77:0.13:0.10 — Loser  0.44:0.32:0.24 — Loser

12 1.00:0.00:0.00 — Loser 1.00:0.00: 0.00 — Loser 0.31:0.39:0.30 — Reserve Winner 0.69:0.17:0.15 — Loser  0.97:0.01:0.02 — Loser

13 0.06:0.92:0.02 — Reserve Winner 0.20:0.80 : 0.00 — Reserve Winner 0.11:0.69 : 0.20 — Reserve Winner 0.78:0.17 : 0.05 — Loser  0.19:0.67 : 0.14 — Reserve Winner
14 1.00:0.00:0.00 — Loser 1.00:0.00: 0.00 — Loser 0.62:0.37:0.02 — Loser 0.80:0.16:0.04 — Loser  0.99:0.01:0.00 — Loser

15  0.00:0.95:0.05 — Reserve Winner 0.00: 1.00: 0.00 — Reserve Winner 0.00: 0.80 : 0.20 — Reserve Winner 0.59:0.33:0.08 — Loser 0.17:0.62: 0.21 — Reserve Winner
16 0.06:0.07:0.88 — Winner 0.00:0.20 : 0.80 — Winner 0.00:0.01:0.99 — Winner 0.29:0.14:0.57 — Winner 0.13:0.20: 0.67 — Winner

17  0.00:1.00:0.00 — Reserve Winner 0.40:0.60: 0.00 — Reserve Winner 0.01:0.87 : 0.12 — Reserve Winner 0.71:0.26:0.03 — Loser  0.26: 0.69 : 0.06 — Reserve Winner
18 1.00:0.00:0.00 — Loser 1.00:0.00: 0.00 — Loser 0.70:0.21:0.09 — Loser 0.86:0.08:0.06 — Loser  0.99:0.00:0.01 — Loser

19  0.01:0.97:0.02 —~ Reserve Winner 0.00: 1.00: 0.00 — Reserve Winner 0.01:0.82:0.18 — Reserve Winner 0.66:0.29:0.06 — Loser 0.17:0.62:0.21 — Reserve Winner
20 0.29:0.64:0.06 — Reserve Winner 0.60 : 0.40 : 0.00 — Loser 0.32:0.48:0.19 — Reserve Winner 0.66:0.16:0.17 — Loser  0.16:0.59 : 0.25 — Reserve Winner

Figure 3. Predictions

In order to evaluate the performance of each model based on the examples shown in Figure 3, a confusion matrix

using information for the predicted and actual classifications can be used (e.g., Hasnhain et al., 2020; Imamovic et

al., 2020). In this context, the confusion matrices created for each algorithm used in the current study are presented

in Figures 4a to 4e.
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Figure 4a. Confusion Matrix for Random Forest
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Figure 4b. Confusion Matrix for KNN
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Predicted

Loser Reserve Winner Winner ¥

Loser 891 % 10.6 % 0.3 % 999

= Reserve Winner 28.7 % 3.9 % 16.4 % 293

E Winner 14.2 % 24 % 834 % 211

¥ 1004 272 227 1503

Figure 4c. Confusion Matrix for SVM
Predicted
Loser Reserve Winner Winner ¥
Loser 93.0 % 31% 39% 999
= Reserve Winner 70.0 % 21.2 % 3.9 % 203
< Winner 54.5 % 16.6 % 28.9 % 211
b3 1249 128 126 1503
Figure 4d. Confusion Matrix for Logistic Regression
Predicted

Loser Reserve Winner Winner ¥

Loser 95.2 % 3.0 % 1.8 % 999

= Reserve Winner 27.6 % 62.8 % 9.6 % 293

< Winner 30.3 % 27.0 % 427 % 211

)] 1096 271 136 1503

Figure 4e. Confusion Matrix for Naive Bayes

The main diagonal of each 3x3 confusion matrix provides the percentage of correctly predicted samples, whilst
the matrix elements outside of the main diagonal provide the percentage of predicted errors. Figure 4a shows that
99.8% of those not accepted into the PESE program, 97.3% of the reserve winners, and 96.2% of the winners were
predicted correctly based on the Random Forest algorithm. The confusion matrices of the four other algorithms
(KNN, SVM, Logistic Regression, and Naive Bayes) are provided in Figures 4b, 4c, 4d, and 4e, respectively.
Figure 4a showed that the algorithm that achieved the most accurate classification was Random Forest.

Other performance measures such as precision, recall, and specificity can also be used to evaluate the performances
of models via a confusion matrix (Acikkar & Akay, 2009). For example, one measure is the Area under ROC

Curve (AUC), which defines the area under the ROC curve, and is commonly used to evaluate the distinguishing
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potential of prediction models (Janssens & Martens, 2020; Marzban, 2004). Therefore, in the current study, the

basic concepts used in evaluating the performance of a model in terms of its prediction are as follows:

e Area under ROC Curve (AUC)

e Classification Accuracy (CA): Rate of correctly classified instances (e.g., Baldi et al., 2000; Pattiasina &
Rosiyadi, 2020).

e Precision: Rate of true positives among instances classified as positive + false positives.

o Recall: Rate of true positives among all positive instances + false negatives.

e Specificity: Rate of true negatives among instances classified as negative + false positives.

e F1 (also known as balanced F-score): A weighted harmonic mean of values from Precision and Recall
methods (Acikkar & Akay, 2009; Orange Data Mining, 2021).

In this context, the aforementioned six alternative performance measurements are indicated in Table 4 for each of
the five models evaluated in the current study.

Table 4. Performance Measurements of the Models

Model AUC CA Precision Recall Specificity F1

Random Forest 1.000 .985 .985 .985 .989 .985
SVM 940  .845 .855 .845 .899 .849
kNN 932 818 811 .818 757 .809
Logistic Regression .805 .701 .662 701 573 .663
Naive Bayes 936  .815 .806 .815 Jg74 .803

According to Table 4, the algorithms’ classification accuracy from highest to lowest were Random Forest (.985),
SVM (.845), KNN (.818), Naive Bayes (.815), and Logistic Regression (.701), respectively. In other words, the

Random Forest algorithm was shown to have correctly classified the instances almost exactly.

Conclusion

In this study, a model is proposed to predict whether or not a candidate can be accepted into a PESE program by
using EDM algorithms. Decision tree (Delen, 2011; Nandeshwar et al., 2011), SVM (Huang & Fang, 2013),
Random Forest (Delen, 2011; Vandamme et al., 2007), and Artificial Neural Networks (Vandamme et al., 2007)
are considered to be the more efficient models that provide more accurate results in estimating values based on
more than one variable. In this context, the Random Forest, SVM, KNN, Logistic Regression, and Naive Bayes
algorithms were utilized in this study, which was conducted in order to predict the placement of candidate students
in the PESE program. In addition, the performance indicators of each of these algorithms were then compared.
Briefly, this research presents two main areas of focus. First, the study aims to predict whether or not candidates
will be accepted into a PESE program; and second, compares the performance indicators of five algorithms
frequently used for the purposes of prediction in EDM.

In this context, based on the analysis results of data obtained from 1.671 candidates between 2016 and 2020, it

was estimated whether or not the candidates could be placed to the PESE program. The Random Forest algorithm

118



Yagci, Olpak, Gul, & Olpak

correctly predicted the placement status of the candidate with an excellent level of accuracy, whilst the other four

algorithms were shown to have very high accuracy levels.

In the literature, there are but very few studies in which EDM algorithms are employed for a similar purpose. For
example, Acikkar and Akay (2009) attempted to predict the placement status of PESE candidates to the program
based on data from 2006 and 2007 belonging to 260 candidates, and using only the SVM algorithm. Their research
results showed that SVM-based classification may be considered a promising tool in this area of application. In
the current study, the performance indicators of five different algorithms were compared using data from 1.671
candidates for the 5-year period between 2016 and 2020, and it was seen that the Random Forest algorithm
provided better results than SVM (Acikkar & Akay, 2009). Furthermore, the study carried out by Hussain et al.
(2019), the performance indicators of different data mining algorithms for educational data were compared, and

the findings indicated that the Neural Network was the best classifier.

In the literature, some studies compared the performance indicators of different algorithms in different disciplines
(e.g., Deist et al., 2018; Uddin et al., 2019). Uddin et al. (2019) examined the performances of different algorithms
in disease risk estimation in which 48 articles were examined, with the most frequently used algorithms found to
be SVM (29 articles), and Naive Bayes (23 articles). However, it was also stated that the algorithm with the highest
degree of accuracy was SVM. Deist et al. (2018), on the other hand, compared the performances of classification
algorithms using a radiotherapy-based dataset consisting of data from 3,496 patients. The researchers concluded
that both the Random Forest and Elastic Net Logistic Regression (chemo) algorithms were found to be more
discriminatory when compared to other classifiers in predicting toxicity accumulated from radiotherapy. Similarly,
Asri et al. (2016) compared the performances of different algorithms (SVM, Decision Tree, Naive Bayes, and
kNN) in diagnosing breast cancer, and reported that SVM was shown to result in the highest accuracy. Belavagi
and Muniyal (2016) compared the performance indicators of four algorithms (Random Forest, Gaussian Naive
Bayes, Logistic Regression, and SVM) in classifying data traffic to determine whether or not there was an attack
on a network system. The study showed that Random Forest presented the highest performance level in

determining whether or not there was an attack in the data traffic.

In summary, although it can be said that different algorithms can provide better results in the research conducted
to date in different fields, the accuracy rate of the SVM and Random Forest algorithms can be said to be generally
higher than other algorithms. For this reason, these algorithms should be included in the models used in future
research. Furthermore, the current study was conducted with data obtained from 1,671 candidates who applied to
the PESE program of a state university in Turkey. In future studies, more in-depth knowledge of the subject could
be obtained by including data from candidates applying to PESE programs of different universities, as different
types of STEs may be preferred by different universities (Kamuk, 2019; Kizir et al., 2014). Moreover, similar
research studies could be conducted for other programs that also accept students via the STE route. In addition,
similar studies may be carried out in different countries where similar exams are applied, and the situation between
different cultures could then be compared. Additionally, it is recommended to investigate the reasons behind the
decreases seen in the number of candidates applying to PESE programs in recent years. It would also be an
interesting topic of research to investigate the reasons why males appear more interested in applying to PESE

programs than females.
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Based on these findings, it may be an interesting research subject to examine the relationship between the academic
achievements of candidates who enrolled to PESE programs through until their graduation and the scores they
initially received from their STEs. In other words, investigating whether or not those students who are more
successful in the STE go on to graduate with a higher level of academic success from their respective PESE
program may provide valuable information that could then be used to aid decision-making processes for faculties
and administrators. Similarly, researching the relationship between students’ achievement on the courses they take
during their education and their STE scores may also provide important information in terms of supporting data-
based decision-making processes.
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Genis Ozet
Giris
Teknolojideki son gelismelere paralel olarak, giinliik olarak iiretilen veri hacminin yani sira veri iiretim hizinda da
stirekli bir artig s6z konusudur. Giinliik yasamin birgok farkli alaninda giderek daha fazla kullanilmaya baslanan
bu verilerin analizinden anlaml bilgiler, modeller ve egilimler ortaya ¢ikarilabilir (6rn., Agrawal & Prabakaran,
2020; Hallikainen ve digerleri, 2020; Line ve digerleri, 2020) ve bu veriler buytk veri olarak tanimlanabilir (De
Mauro ve digerleri, 2015). Bu veriler egitim alaninda dgrencilerin, 6gretmenlerin, idarecilerin ve diger paydaglarin
yeni aragtirmalar yapmalarma ve daha 6nce bilinmeyen yeni yollar1 kesfetmelerine olanak taniyabilir. Her paydas

grubunun kendi misyon ve hedefleri oldugundan, egitim bilgilerinin genellikle ¢esitli agilardan analiz edilmesi
gerekmektedir (Hanna, 2004).

Gelismekte olan bir disiplin olarak egitsel veri madenciligi, Romero ve Ventura (2010, s. 601) tarafindan “farkli
egitim verileri iizerinde istatistiksel, makine 6grenimi ve veri madenciligi algoritmalarindan yararlanma” araci
olarak tanimlanmustir ve birincil amaci, egitim ¢caligmalarinda karar vermeyi gii¢lendirmek icin egitim verilerinden
elde edilen faydali bilgileri ¢ikarmaktir (Calvet Lifian & Juan Pérez, 2015). Bunu saglamak igin egitsel veri
madenciligi alaninda kullanilan ve farkl aragtirmacilar tarafindan farkli sekillerde siniflandirilan gesitli yontemler
bulunmaktadir (Baker, 2011; Baker & Yacef, 2009; Bakhshinategh ve digerleri, 2018; Romero & Ventura, 2013).
Ornegin, Bakhshinategh ve digerleri (2018, s. 540) calismasinda en sik kullanilan yontemleri; smiflandirma ve
regresyon, kiimeleme, birliktelik kurali madenciligi, modellerle kesif, aykir1 deger tespiti, sosyal ag analizi, metin
madenciligi, siral1 6riintii madenciligi ve gorsellestirme teknigi olarak belirtmistir. Baker (2011) tarafindan yapilan
bagka bir calismada ise bu yontemler bes genel kategoriye ayirmustir: iliski madenciligi, kiimeleme, tahmin, insan
muhakemesi icin verilerin damitilmasi ve modellerle kesif. Bu nedenle, egitsel veri madenciligi i¢in kullanilan her
yontemin, kullaniminda dikkate alinmasi gereken, potansiyel olarak farkli 6zelliklere sahip olabilecegi g6z dniinde

bulundurulmalidir.

Egitsel veri madenciliginde en ¢ok tercih edilen yontemlerden biri ise tahmindir (Aouifi ve digerleri, 2021;
Sokkhey & Okazaki, 2020; Saa, 2016). Giiniimiiz egitim sistemlerinin 6nemli hedeflerinden biri ise, akademik
sonuglart en iist diizeye ¢ikarmak ve dgrencilerin basarisizlik oranlarmi en aza indirerek egitim deneyiminin
kalitesini artirmaktir. Bu baglamda, tahmin yontemleri kullanilarak o6grenicilerin akademik performanslari
(Waheed ve digerleri, 2020) ve belirli bir ders i¢in basarili/basarisiz olma olasiliklar1 (Abut ve digerleri, 2018)
tahmin edilebilir. Ayn1 yontemler, okuldan ayrilmalar hakkinda erken tahminlerde bulunmak igin de kullanilabilir
(Mérquez-Vera ve digerleri, 2016).

Ayrica adaylar1 farkli kriterlere gore degerlendirerek, okullara veya diger egitim programlarina kabul edilip
edilmeyecekleri, ige kabul edilip edilmeyecekleri vb. 6nceden tahmin edilebilir (6rn., Agikkar & Akay, 2009).
Ornegin, o&grenciler dogrudan yiiksekdgretim kurumlarmin kendileri tarafindan diizenlenen 6zel yetenek
sinavlarma (STE) gore, Turkiye’deki belirli yiiksekdgretim programlarma kabul edilebilirler. Ornek olarak,
ogrencilerin Beden Egitimi ve Spor Egitimi programina kayit hakki kazanabilmeleri i¢in ¢ok sayida kriter (bkz.
Tablo 3) dikkate alinmaktadir. Bu baglamda bu aragtirmanin birincil amaci da adaylarin Beden Egitimi ve Spor

Egitimi programina kabul edilip edilmeyeceklerini farkli algoritmalar kullanarak tahmin etmektir.
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Ydntem

Turkiye’de dgrencilerin bir yiiksekdgretim kurumuna kayit yaptirabilmeleri icin dncelikle, Olgme, Segme ve
Yerlestirme Merkezi tarafindan yapilan Yiiksekdgretim Kurumlar: Sinavina girmeleri gerekmektedir. Ardindan,
Olgme, Segme ve Yerlestirme Merkezi tarafindan yapilan {iniversite giris sinavlarindan aldiklari puanlar dikkate
almarak ve dogrudan yiiksekdgretim kurumlarmmin kendileri tarafindan diizenlenen 6zel yetenek sinavlarindan
aldiklar1 puanlar dikkate alinarak gesitli programlara kabul edilebilirler. Clnku Turkiye’deki yiiksekogretim
kurumlarindaki baz1 programlara (antrenorliik, spor yoneticiligi, beden egitimi ve spor egitimi vb.) 0zel yetenek
stnavlari ile dgrenci kabul edilmektedir. Ornegin, Spor Bilimleri Fakiiltelerinin Beden Egitimi ve Spor Egitimi
programlarma O6zel yetenek smavlari ile 6grenci almmaktadir. Bu baglamda, bu arastirma kapsaminda
Tiirkiye’deki bir devlet iiniversitesinin Beden Egitimi ve Spor Egitimi programina kayit hakki kazanabilmek igin,

2016-2020 yillar1 arasinda bagvuruda bulunan 1.671 adaydan elde edilen verilerle ¢alisilmstir.

Bulgular

Mevcut calismada, cesitli algoritmalara gore tahminler gergeklestirmek igin Orange yazilimi kullanilmistir
(Padmavaty vd., 2020). Bu baglamda, bir adayin Beden Egitimi ve Spor Egitimi programma kabul edilip
edilemeyecegini tahmin etmek i¢in Random Forest, Support Vector Machines, Logistic Regression, k-Nearest
Neighbors ve Naive Bayes algoritmalari kullanilmigtir. Aragtirma bulgularma goére, algoritmalarin en yiiksekten
en diisiige dogru smiflandirma dogrulugu; Random Forest (.985), SVM (.845), KNN (.818), Naive Bayes (.815)
ve Logistic Regression (.701) seklindedir. Bagka bir ifadeyle, Random Forest algoritmasinin, rnekleri neredeyse

tam olarak dogru bir sekilde smiflandirdigr goriilmiistiir.

Sonug

Bu calismada, egitsel veri madenciligi algoritmalar1 kullanilarak bir adaymn Beden Egitimi ve Spor Egitimi
programina kabul edilip edilemeyecegini tahmin etmek icin bir model 6nerilmistir. Ayrica, bu algoritmalarin her
birinin performans gostergeleri daha sonra karsilastirilmistir. Diger bir ifadeyle, bu aragtirmanin iki ana odak alan1
bulunmaktadir. i1k olarak, adaylarmn ilgili programa kabul edilip edilmeyeceklerini tahmin etmeyi amaglamaktadir.
ikincisi ise, egitsel veri madenciliginde tahmin amaciyla siklikla kullanilan bes farkli algoritmanin performans
gostergelerini karsilagtirmaktir. Bu kapsamda Beden Egitimi ve Spor Egitimi programina kayit hakki kazanmak
i¢in, 2016-2020 yillar1 arasinda bagvuruda bulunan 1.671 adaydan elde edilen veriler analiz edilmistir. Sonuglar
Random Forest algoritmasinin, adayin yerlesme durumunu mikemmel bir dogruluk seviyesiyle tahmin

edebildigini gostermistir.

Alanyazinda egitsel veri madencigi algoritmalarmin benzer bir amagla kullanildig1 ¢ok az sayida calisma
bulunmaktadir. Ornegin, Acgikkar ve Akay (2009) tarafindan yapilan calismada, 2006 ve 2007 yillarinda, Beden
Egitimi ve Spor Egitimi programina bagvuruda bulanan 260 adayin ilgili programa yerlesip yerlesemeyecegi
sadece SVM algoritmasi kullanilarak tahmin edilmeye ¢alisilmistir. Bu ¢alismada ise, 2016-2020 yillar1 arasindaki
5 yillik dénem i¢in 1.671 adaydan elde edilen veriler kullanilarak bes farkli algoritmanin performans gostergeleri

karsilastirilmis ve Random Forest algoritmasinin SVM’den daha iyi sonuglar verdigi goriilmiistiir.

Bu bulgulardan hareketle, Beden Egitimi ve Spor Egitimi programlarina kayit yaptiran adaylari mezuniyetlerine

kadar olan akademik basarilar1 ile baslangicta girdikleri 6zel yetenek smnavlarindan aldiklar1 puanlar arasindaki
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iligkiyi incelemek ilging bir aragtirma konusu olabilir. Diger bir ifadeyle, 6zel yetenek smavindan daha basarili
olan &grencilerin ilgili programdan daha yiiksek diizeyde akademik basar1 ile mezun olup olmadiklarini aragtirmak,
yoneticiler igin karar verme siireclerine yardimci olabilecek degerli bilgiler saglayabilir. Benzer sekilde,
ogrencilerin 6grenimleri siiresince aldiklart derslerdeki basarilar1 ile 6zel yetenek sinavi puanlari arasindaki

iligkinin arastirilmasi da veriye dayali karar verme siireclerini desteklemesi agisindan énemli bilgiler saglayabilir.
Yayn Etigi Bildirimi / Research Ethics

Aragtirma ve yayin etigi konusunda bilimsel etik kaideler géz 6niinde bulundurulmustur. / Scientific ethical

principles have been taken into consideration in research and publication ethics.

Arastirmacilarin Katki Oram / Contribution Rate of Researchers

Birinci aragtirmact makalenin genelinde ana sorumlu yazar olarak ¢aligmada yer alirken, ikinci yazar giris, yontem
ve sonug boliimlerinin yazimma katki saglamistir. Uglincii yazar verilerin toplanmasi ve analizinde gorev
almigken, dordlncl yazar sonug¢ béllimiiniin ve aragtirmanin genis 6zetinin yazilmasina katki saglamigtir. / While
the first researcher took part in the study as the main responsible author throughout the article, the second author
contributed to the writing of the introduction, method and conclusion sections. While the third author took part in
the collection and analysis of the data and the writing of the results section, the fourth author contributed to the

writing of the conclusion and the summary of the research.
Cikar Catismasi / Conflict of Interest
Bu ¢alismanin herhangi bir ¢ikar ¢atismasi bulunmamaktadir. / This study has no conflict of interest.
Fon Bilgileri / Funding
Bu ¢alisma herhangi bir fon almamustir. / This work has not received any funding.
Etik Kurul Onay1/ The Ethical Commitee Approval

Bu arastirma makalesinin etik sorunu olmadigini beyan ederiz. / We hereby declare that this research article does

not have an unethical problem.

123



Adaylarin Yerlestirme Durumunu Tahmin Etme

Kaynakc¢a/References

Abut, F., Yiiksel, M. C., Akay, M. F., & Daneshvar, S. (2018). Predicting student’s pass/fail status in an academic
course using deep learning: A case study. International Journal of Scientific Research in Information
Systems and Engineering, 4(1), 87-91.

Acikkar, M., & Akay, M. F. (2009). Support vector machines for predicting the admission decision of a candidate
to the School of Physical Education and Sports at Cukurova University. Expert Systems with Applications,
36, 7228-7233. https://doi.org/10.1016/j.eswa.2008.09.007

Agrawal, R., & Prabakaran, S. (2020). Big data in digital healthcare: lessons learnt and recommendations for
general practice. Heredity, 124(4), 525-534. https://doi.org/10.1038/s41437-020-0303-2

Akgapmar, G., Altun, A., & Askar, P. (2019). Using learning analytics to develop early-warning system for at-risk
students. International Journal of Educational Technology in Higher Education, 16, Article 40.
https://doi.org/10.1186/s41239-019-0172-z

Aouifi, H. E., Hajji, M. E., Es-Saady, Y., & Douzi, H. (2021). Predicting learner’s performance through video

sequences viewing behavior analysis using educational data-mining. Educational and Information
Technologies, 26, 5799-5814. https://doi.org/10.1007/s10639-021-10512-4
Asri, H., Mousannif, H., Al Moatassime, H., & Noel, T. (2016). Using machine learning algorithms for breast

cancer risk  prediction and diagnosis. Procedia  Computer  Science, 83, 1064-1069.
https://doi.org/10.1016/].procs.2016.04.224

Baker, R. S. J. D. (2011). Data mining for education. In B. McGaw, P. Peterson, & E. Baker (Eds.), International
Encyclopedia of Education (3rd ed., Vol. 7, pp. 112-118.). Elsevier.

Baker, R. S. J. D., & Yacef, K. (2009). The state of educational data mining in 2009 : A review and future visions.
Journal of Educational Data Mining, 1(1), 3—16. https://doi.org/10.5281/zenod0.3554657

Bakhshinategh, B., Zaiane, O. R., ElAtia, S., & Ipperciel, D. (2018). Educational data mining applications and

tasks: A survey of the last 10 years. Education and Information Technologies, 23, 537-553.
https://doi.org/10.1007/s10639-017-9616-z
Baldi, P., Brunak, S., Chauvin, Y., Andersen, C. A. F., & Nielsen, H. (2000). Assessing the accuracy of prediction

algorithms for classification: An overview. Bioinformatics, 16(5), 412-424,
https://doi.org/10.1093/biocinformatics/16.5.412

Belavagi, M. C., & Muniyal, B. (2016). Performance evaluation of supervised machine learning algorithms for
intrusion detection. Procedia Computer Science, 89, 117-123. https://doi.org/10.1016/j.procs.2016.06.016

Calvet Lifian, L., & Juan Pérez, A. A. (2015). Educational data mining and learning analytics: Differences,

similarities, and time evolution. RUSC. Universities and Knowledge Society Journal, 12(3), 98-112.
https://doi.org/10.7238/rusc.v12i3.2515

Deist, T. M., Dankers, F. J. W. M, Valdes, G., Wijsman, R., Hsu, I.-C., Oberije, C., Lustberg, T., van Soest, J.,
Hoebers, F., Jochems, A., El Naga, I., Wee, L., Morin, O., Raleigh, D. R., Bots, W., Kaanders, J. H.,
Belderbos, J., Kwint, M., Solberg, T.,...Lambin, P. (2018). Machine learning algorithms for outcome

prediction in (chemo) radiotherapy: An empirical comparison of classifiers. Medical Physics, 45(7), 3449-
3459. https://doi.org/10.1002/mp.12967

124


https://doi.org/10.1016/j.eswa.2008.09.007
https://doi.org/10.1038/s41437-020-0303-2
https://doi.org/10.1186/s41239-019-0172-z
https://doi.org/10.1007/s10639-021-10512-4
https://doi.org/10.1016/j.procs.2016.04.224
https://doi.org/10.5281/zenodo.3554657
https://doi.org/10.1007/s10639-017-9616-z
https://doi.org/10.1093/bioinformatics/16.5.412
https://doi.org/10.1016/j.procs.2016.06.016
https://doi.org/10.7238/rusc.v12i3.2515
https://doi.org/10.1002/mp.12967

Yagci, Olpak, Giil & Olpak

Delen, D. (2011). Predicting student attrition with data mining methods. Journal of College Student Retention:
Research, Theory and Practice, 13(1), 17-35. https://doi.org/10.2190/CS.13.1.b

De Mauro, A., Greco, M., & Grimaldi, M. (2015). What is big data? A consensual definition and a review of key
research topics. American Institute of Physics, 1644, 97-104. https://doi.org/10.1063/1.4907823

Gerber, M. S. (2014). Predicting crime using Twitter and kernel density estimation. Decision Support Systems,
61(1), 115-125. https://doi.org/10.1016/j.dss.2014.02.003

Hallikainen, H., Saviméki, E., & Laukkanen, T. (2020). Fostering B2B sales with customer big data analytics.
Industrial Marketing Management, 86, 90-98. https://doi.org/10.1016/j.indmarman.2019.12.005

Hanna, M. (2004). Data mining in the e-learning domain. Campus-Wide Information Systems, 21(1), 29-34.
https://doi.org/10.1108/10650740410512301

Hasnain, M., Pasha, M. F., Ghani, I., Imran, M., Alzahrani, M. Y., & Budiarto, R. (2020). Evaluating trust
prediction and confusion matrix measures for web services ranking. IEEE Access, 8, 90847-90861.
https://doi.org/10.1109/ACCESS.2020.2994222

Hernandez-Suarez, A., Sanchez-Perez, G., Toscano-Medina, K., Perez-Meana, H., Portillo-Portillo, J., Sanchez,

V., & Villalba, L. J. G. (2019). Using twitter data to monitor natural disaster social dynamics: A recurrent
neural network approach with word embeddings and kernel density estimation. Sensors, 19(7), Article 1746.
https://doi.org/10.3390/s19071746

Huang, S., & Fang, N. (2013). Predicting student academic performance in an engineering dynamics course: A

comparison of four types of predictive mathematical models. Computers and Education, 61(1), 133-145.
https://doi.org/10.1016/j.compedu.2012.08.015
Hussain, S., Atallah, R., Kamsin, A., & Hazarika, J. (2019). Classification, clustering and association rule mining

in educational datasets using data mining tools: A case study. In R. Silhavy (Eds.), Cybernetics and
Algorithms in Intelligent Systems. CSOC2018. Advances in Intelligent Systems and Computing (Vol. 765,
pp. 196-211). Springer https://doi.org/10.1007/978-3-319-91192-2 21

Imamovic, D., Babovic, E., & Bijedic, N. (2020). Prediction of mortality in patients with cardiovascular disease

using data mining methods. In Proceedings, 19th International Symposium INFOTEH-JAHORINA (pp. 1-
4). IEEE. https://doi.org/10.1109/INFOTEHA48170.2020.9066297
Janssens, A. C. J. W., & Martens, F. K. (2020). Reflection on modern methods: Revisiting the area under the ROC
Curve. International Journal of Epidemiology, 49(4), 1397-1403. https://doi.org/10.1093/ije/dyz274
Kamuk, Y. (2019). Evaluation of the sports faculties’ talent-based selection exams in the light of the new higher

education examination system. Spormetre the Journal of Physical Education and Sport Sciences, 17(3), 222—
236. https://doi.org/10.33689/spormetre.510632
Karlos, S., Kostopoulos, G., & Kotsiantis, S. (2020). Predicting and interpreting students’ grades in distance higher

education  through a  semi-regression  method.  Applied  Sciences,  10(23), 1-19.
https://doi.org/10.3390/app10238413
Karthikeyan, V. G., Thangaraj, P., & Karthik, S. (2020). Towards developing hybrid educational data mining

model (HEDM) for efficient and accurate student performance evaluation. Soft Computing, 24, 18477—
18487. https://doi.org/10.1007/s00500-020-05075-4

125


https://doi.org/10.2190/CS.13.1.b
https://doi.org/10.1063/1.4907823
https://doi.org/10.1016/j.dss.2014.02.003
https://doi.org/10.1016/j.indmarman.2019.12.005
https://doi.org/10.1108/10650740410512301
https://doi.org/10.1109/ACCESS.2020.2994222
https://doi.org/10.3390/s19071746
https://doi.org/10.1016/j.compedu.2012.08.015
https://doi.org/10.1007/978-3-319-91192-2_21
https://doi.org/10.1109/INFOTEH48170.2020.9066297
https://doi.org/10.1093/ije/dyz274
https://doi.org/10.33689/spormetre.510632
https://doi.org/10.3390/app10238413
https://doi.org/10.1007/s00500-020-05075-4

Adaylarn Yerlestirme Durumunu Tahmin Etme

Kizir, E., Temel, C., & Gulli, M. (2014). Examination of methods for student selection to the schools of physical
education and sports in Turkey. Spormetre the Journal of Physical Education and Sport Sciences, 12(2),
133-138. https://doi.org/10.1501/Sporm_0000000261

Kilig Depren, S., Askm, O. E., & Oz, E. (2017). Identifying the classification performances of educational data
mining methods: A case study for TIMSS. Educational Sciences: Theory & Practice, 17(5), 1605-1623.
https://doi.org/10.12738/estp.2017.5.0634

Line, N. D., Dogru, T., EI-Manstrly, D., Buoye, A., Malthouse, E., & Kandampully, J. (2020). Control, use and
ownership of big data: A reciprocal view of customer big data value in the hospitality and tourism industry.
Tourism Management, 80. https://doi.org/10.1016/j.tourman.2020.104106

Marzban, C. (2004). The ROC Curve and the area under it as performance measures. Weather and Forecasting,
19(6), 1106-1114. https://doi.org/10.1175/825.1

Marquez-Vera, C., Cano, A., Romero, C., Noaman, A. Y. M., Fardoun, H. M., & Ventura, S. (2016). Early dropout
prediction using data mining: A case study with high school students. Expert Systems, 33(1), 107-124.
https://doi.org/10.1111/exsy.12135

Nandeshwar, A., Menzies, T., & Nelson, A. (2011). Learning patterns of university student retention. Expert
Systems with Applications, 38(12), 14984-14996. https://doi.org/10.1016/j.eswa.2011.05.048

Orange Data Mining. (2021). Orange Widgets. https://orangedatamining.com/widget-

catalog/evaluate/testandscore/

Olgme, Secme ve Yerlestirme Merkezi. (2021). 2020 Yiiksekogretim Kurumlart Sinavi Sayisal Veriler [Numerical
Data for the 2020 Higher Education Institutions Exam].
https://dokuman.osym.gov.tr/pdfdokuman/2020/YKS/yks_sayisal _27072020.pdf

Padmavaty, V., Geetha, C., & Priya, N. (2020). Analysis of data mining tool Orange. International Journal of

Modern Agriculture, 9(4), 1146-1150. http://www.modern-journals.com/index.php/ijma/article/view/485

Pattiasina, T., & Rosiyadi, D. (2020). Comparison of data mining classification algorithm for predicting the
performance of high school students. Jurnal Techno Nusa Mandiri, 17(1), 23-30.
https://doi.org/10.33480/techno.v17i1.1226

Romero, C., & Ventura, S. (2010). Educational data mining: A review of the state of the art. IEEE Transactions

on Systems, Man and Cybernetics—Part C: Applications and Reviews, 40(6), 601-618.
https://doi.org/10.1109/TSMCC.2010.2053532

Romero, C., & Ventura, S. (2013). Data mining in education. WIREs Data Mining and Knowledge Discovery, 3,
12-27. https://doi.org/10.1002/widm.1075

Saa, A. A. (2016). Educational data mining & students’ performance prediction. International Journal of Advanced
Computer Science and Applications, 7(5), 212-220. https://dx.doi.org/10.14569/1JACSA.2016.070531

Sokkhey, P., & Okazaki, T. (2020). Developing web-based support systems for predicting poor- performing

students using educational data mining techniques. International Journal of Advanced Computer Science
and Applications, 11(7), 23-32. https://dx.doi.org/10.14569/IJACSA.2020.0110704
Uddin, S., Khan, A., Hossain, M. E., & Moni, M. A. (2019). Comparing different supervised machine learning

algorithms for disease prediction. BMC Medical Informatics & Decision Making, 19, Article 281.
https://doi.org/10.1186/s12911-019-1004-8

126


https://doi.org/10.1501/Sporm_0000000261
https://doi.org/10.12738/estp.2017.5.0634
https://doi.org/10.1016/j.tourman.2020.104106
https://doi.org/10.1175/825.1
https://doi.org/10.1111/exsy.12135
https://doi.org/10.1016/j.eswa.2011.05.048
https://orangedatamining.com/widget-catalog/evaluate/testandscore/
https://orangedatamining.com/widget-catalog/evaluate/testandscore/
https://dokuman.osym.gov.tr/pdfdokuman/2020/YKS/yks_sayisal_27072020.pdf
http://www.modern-journals.com/index.php/ijma/article/view/485
https://doi.org/10.33480/techno.v17i1.1226
https://doi.org/10.1109/TSMCC.2010.2053532
https://doi.org/10.1002/widm.1075
https://dx.doi.org/10.14569/IJACSA.2016.070531
https://dx.doi.org/10.14569/IJACSA.2020.0110704
https://doi.org/10.1186/s12911-019-1004-8

Yagci, Olpak, Giil & Olpak

Vandamme, J.-P., Meskens, N., & Superby, J.-F. (2007). Predicting Academic Performance by Data Mining
Methods. Education Economics, 15(4), 405-419. https://doi.org/10.1080/09645290701409939

Waheed, H., Hassan, S.-U., Aljohani, N. R., Hardman, J., Alelyani, S., & Nawaz, R. (2020). Predicting academic
performance of students from VLE big data using deep learning models. Computers in Human Behavior,

104, Article 106189. https://doi.org/10.1016/j.chb.2019.106189

Yulia, L. W. S. (2020). Predicting student performance in higher education using multi-regression models.
18(3), 1354-1360.

TELKOMNIKA (Telecommunication, Computing, Electronics and Control),
https://doi.org/10.12928/ TELKOMNIKA.v18i3.14802

127


https://doi.org/10.1080/09645290701409939
https://doi.org/10.1016/j.chb.2019.106189
https://doi.org/10.12928/TELKOMNIKA.v18i3.14802

