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Abstract: In this study, we propose an information diffusion model, which is based on neural networks, artificial intelligence and supervised 

epidemic approach. We collected epidemically diffused data from Twitter with supervision to create a ranking system that forms the base 

of our diffusion model. The collected data is also used to train the proposed model. The outputs of the proposed model are shown to be 

useful for the provenance problem and the diffusion prediction systems in both physical and social networks. Knowing the viral content 

beforehand can be used in advertisement, industry, politics or any other end user that wants to reach a large number of people. Our 

performance analysis show that the proposed model can achieve over 90% training success rate and 78% test success rate of classifying 

viral content which is better than some of the existing models. 

Keywords: Artificial Neural Networks (ANN), Epidemic approach, Supervised learning, Information diffusion 

 

1. Introduction 

Recently, mankind evolves with media, technology, and science to 

become more human than ever. We need to understand the world 

by using communication technologies. We are able reach almost 

any information in a matter of seconds. In this information age, 

other people’s opinions reshape our perspective and decisions on 

certain matters about politics, health, religion and countless other 

elements. This is more likely the information provenance problem 

to understand data source [1]. In this problem, dissemination of 

information needs social pathways and number of peers to access 

by other network users [2]. This problem is proposed by Sola Pool 

and Kochen's but become well known with famous Milgram 

experiment in 1967 [3]. Milgram tried to understand average 

pathways and how information passing through random 

individuals. In his theory, six degrees of separation is enough to 

connect any two people [3]. The results basically suggested that 

small world networks can be characterized by short path lengths 

[3].  Information flow is mainly sharing believes and opinions in 

the same social circle [4].  This type of interaction creates a 

situation that is called homophily [5]. Influence and homophily are 

similar but distinctly affected states in social networking.  

This study is related to information spread probability of 

individuals in social circles. One way to examine this kind of 

diffusion is epidemic modelling [7] which is based on diffusion 

like an epidemic spread of infectious diseases [6]. The epidemic 

modelling can be the key advantage to develop new information 

diffusion strategies to understand widespread of ideas, idioms and 

political views among geo-spatial social circles. In this study, we 

propose an information diffusion model that is based on neural 

networks, artificial intelligence and epidemic approach. To the best 

of our knowledge, this is the first study that employs neural  

 

network and epidemic model jointly to detect contextual 

information spread. We gather data from Twitter to create a 

ranking system that is the base of our diffusion model. The 

collected data is also used to train the proposed model. By using 

the proposed model we aim to classify viral content. The 

parameters of the are mainly adapted from the literature. However, 

two of these parameters, namely verified account and challenge are 

proposed are proposed in this paper. We achieve over 90% success 

for viral content classification rate and 0.0386 classification error 

rate which is better than some of the existing models. The rest of 

the paper is organized as follows; Section II presents related work. 

Section III explains the proposed model in detail. Finally, Section 

IV depicts the obtained results, conclusion and discussion. 

2. Related Work 

There is a significant amount of work on information spread in 

social networks. In this section we summarize the most notable 

works in area. 

Jin, Fang et. al.  studied epidemiological diffusion of news and 

rumors on Twitter. They used epidemiological models to 

characterize information cascades in Twitter that results from news 

and rumors. Epidemic model they used is SEIZ (susceptible, 

exposed, infected, skeptic) enhanced model to characterize events 

[7].  

Yang, Jaewon, and Jure Leskovec developed a Linear Influence 

Model that predicts global influence of a node in the network on 

the rate of diffusion. In their work, every node has an influence 

function that quantifies how many infections can be related to the 

influence of that node over time. They demonstrated that Linear 

Influence Model find influenced nodes accurately [8]. 

Leskovec et. al. presented an analysis of a recommendation 

network. They monitored the diffusion of recommendations and 

cascade sizes and explained it with a stochastic model. They also 

considered the differences of user behavior within communities 

defined by recommendation network. They explained how the 
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recommendation network grows over time from the viewpoint of 

senders and receivers [9].  

Bakshy, Eytan, et. al. considered the aspect of social networks in 

information diffusion. They inspected the role of social media in a 

field experiment that randomizes exposure to signals about friends’ 

information. They found out that those who are exposed more 

likely to spread the information [10]. 

Aral, Sinan, and Dylan Walker studied identification of social 

influence in social networks. They proposed a method to identify 

influence and susceptibility in social networks. Their study 

revealed general influenced user groups on Facebook accounts. 

According to their work, younger users are more susceptible to be 

influenced, men are more influential than women [11]. 

Guille et. al. briefly studied the temporal dynamics of information 

spread in online social networks. They used machine learning 

based techniques to determine these dynamics. The results were 

represented on a real dataset that is extracted from Twitter and 

showed effectiveness of the proposed approach [12].   

Bayzid et. al. proposed a new prediction model based on third 

world countries’ problems. The authors constructed intelligent 

models with ANN methods to select suitable branch setup for 

microcredit organization and HIV risk determination of a locality 

in the third world countries. The results demonstrated that the ANN 

model predicts branch setup with 90% accuracy according to the 

feature vectors selected. The authors found out that feature vectors 

determining HIV/AIDS risk of a locality like microcredit problem. 

The authors claimed that this model might solve many local 

problems [13].   

Thelwall et. al. constructed an intelligent model for sentiment 

analysis from MySpace members’ comments with the help of data 

mining. The data mining approach consists of opinion mining or 

sentiment analysis phases. The methodology is to have opinion 

mining approach to gender differences in the expression of 

emotion applied for MySpace sites members’ comments. The 

sample dataset contains containing 819 public comments or from 

387 comments of U.S MySpace members. The experiment results 

showed that two thirds of the comments included positive emotion. 

In addition, females have more positive comments than males but 

there is no distinction for negative comments [14].  

Junzhou Zhao et. al. studied the evolution of social information 

networks and how they are related to information spread. Study 

reveals a great portion of users has the ability to spread the 

information and people in a follower network tend to shorten the 

path of information flow [15]. 

Ghenname et. al. briefly studied the mass of data that social 

structures generate over time. They tried to take advantage of 

hashtag which is a labeling system to find relevant information in 

a mass of data. Their main focus is the labeling of hashtags for 

personalized recommendation on e-learning systems. [16]. 

Li et. al. studied recommendation systems and found out that even 

Recency(R), Frequency(F), and Monetary(M) (RFM)  method and 

recommendation system combined they have difficulty increasing 

accuracy. They considered that taking product-purchasing timing 

in consideration could improve the accuracy and designed a system 

that considers purchase periodicity [17]. 

Shani et. al. combined two of the most used recommender system 

approaches; Collaborative Filtering and Content Based Filtering, 

to obtain better results from recommendations. The proposed 

algorithm is planned to work with different kinds of media type 

such as; audio, video, print etc. [18]. 

Diao et. al. considered one of the influential factors of 

recommending movies in a movie recommendation system is 

sentiment of the user whether it is negative or positive. They 

proposed a probabilistic model based on collaborative filtering and 

topic modeling. They evaluated that knowing the sentiment 

improves understanding the mechanism behind the developing 

rating systems [19]. 

Kong et. al., researched recommending appropriate level of cloud 

service to users with optimal compensation of their needs., They 

proposed a trust based recommendation system which takes direct 

trust and recommendation trust into consideration and unite them 

into trust value of their work [20]. 

3. Proposed Method 

3.1. Artificial Intelligence 

Artificial Intelligence (AI) is a field of scientific research to 

increase computing power, to develop productive algorithms and 

well organized knowledge. AI is applied for solving complicated 

problems that cannot be solved without combining intelligence, 

discovering the hidden patterns from data and developing 

intelligent machines [21]. 

AI has numerous applications on knowledge representation, 

information retrieval, speech recognition, understanding natural 

language, computer vision, bioinformatics, expert systems, 

robotics, game playing, and cyber defense with the help of various 

algorithms like artificial neural networks, genetic algorithms, 

artificial immune systems, particle-swarm intelligence, stochastic 

algorithms and fuzzy logic [22, 23]. 

Artificial Neural Network (ANN), which is a technique of AI, is 

defined as a mathematical model to imitate the human brain 

reasoning by examples [22]. Despite the fact that ANN have high 

accuracy even though noisy data by way of parallel computing, it 

has long training time and complex structure. ANN collects 

knowledge by detecting the relations among data and learns 

through its architecture and training algorithm.  

Multilayered perceptron (MLP) network is the simplest ANN and 

for this reason commonly used for neural network architecture. 

MLP has three layers. Input layer, hidden layers and output layer 

respectively. The hidden layers' neurons are connected with all 

neurons in previous and next layers, and their connections are 

properly weighted [23]. The number of neurons in the input and 

output layers rely on the application, whereas neurons in the hidden 

layers are usually decided by trials [24]. 

 Levenberg-Marquardt (LM) is a training algorithm to adjust 

neuron’s weights by attempting to minimize the sum of squared 

error between the desired and actual values of the output neurons. 

LM is one of the most used learning algorithms because LM 

associates the Gauss-Newton technique with the steepest-descent 

method, besides LM is more robust than them and avoids many of 

their limitations [25].   

In order to express this method, assume that w is parameter vector, 

is objective error function,   is Jacobean that   evaluated of f, error 

term  (𝑤) λ is Marquardt parameter and I is unit or definition 

matrix. The aim of the LM find the w when   is minimum. 

Algorithm summarized as follows in Eqs. (1)-(4) [26]; 

𝐸(𝑤𝑘) = ∑ 𝑒𝑖
2𝑚

𝑖=1
(𝑤) = ‖𝑓(𝑤)‖2     (1) 

𝑒𝑖
2(𝑤) = (𝑦𝑖 − 𝑦𝑑𝑖)

2          (2) 

𝛿𝑤𝑘 =  − 
 𝐽𝑘

𝑇𝐽𝑘 𝑓(𝑤𝑘)

𝐽𝑘
𝑇𝐽𝑘+ 𝜆𝐼

        (3) 

𝑤𝑘+1 = 𝑤𝑘 + δ𝑤𝑘        (4) 

 

 



 

 

 Fig 1. Proposed ANN model 

3.2. Proposed Model 

Our proposed model consists of two parts. First part is data 

collection which we used supervised learning to collect viral and 

non-viral data and label the parameters according to their value. 

Second part is intelligent epidemic model which classifies 

retrieved content into viral or non-viral classes with an ANN 

model. 

Towards achieving the proposed model, a system is developed. 

The developed system is named as Intelligent Viral Content 

Classifier (I-VCC). Block diagram of ANN model which finds out 

best model for our study is shown in Fig.1. Steps of establishing 

the ANN model are briefly given below. 

1) Data Collection: In this step, data is collected from various 

Twitter accounts in different time periods.  

2) Pre-Processing:  Raw data must be processed before labeling 

to detect related parameters and proper adjustments should be 

made.  

3) Labeling: In this step, the parameters are labeled properly with 

their associated value and the data is prepared for the test and 

training phase. 

Fig. 2. Diagram of proposed I-VCC model with data collection 

Steps of I-VCC are briefly given below.  

1) Content Retrieval:  In this step, the content is retrieved from 

web. Although we studied Twitter, other social sites are also 

applicable given the right parameters. 

2) Intelligent Epidemic Model:  The application asks for 

parameter values and the supervisor enters the proper values.  

3) Virality: System predicts the given content is epidemically 

diffuses or not. 

 

3.2.1. Data Collection  

Tweets from various users and various dates and time used. Raw 

data collected from Twitter web site with the help of search, 

trending and user functions. Dataset consists of 300 tweets/users 

data. We collected tweets under supervision to determine the 

diffusion to be epidemically or not.  

 

3.2.2. Data Pre-Processing 

We processed the raw data in according to work with ANN. We 

extracted user and tweet information which we defined as ranking 

parameters. In our work, we used total of eight fields for ANN 

inputs, six parameters are inspired from literature such as user 

followers count [15], if trending (or contains hashtag) [16], timing 

[17], media type [18], content sentiment [19], if verified account 

[20] and two parameters are from our observation that;  if contains 

challenge and if requests retweet. Parameters are explained with 

their associated table below. 

 

3.2.3. Data Labelling 

We labeled our parameters with their associated value. Values are 

differentiated in terms of parameter type. While binary parameters 

takes two arguments, others take more argument given their 

situation.   

Table 1. Number of Followers 

Follower Count Value 

1.000< 0 

5.000>1.000 1 

50.000>5.000 2 

100.000>50.000 3 

1.000.000>100.000 4 

>1.000.000 5 

 

Follower quantity is one of the most influential parameters. 

Although it is not enough by itself due to “follow me I follow you 

back” accounts, it makes a big difference when it comes to 

spreading information. We separated followers to 6 influence 

groups as shown in Table 1 [15]. 

Table 2. Time of Shared Content 

Timing Value 

Other 1 

10:00 - 14:00 2 

16:00 - 18:00 3 

23:00 - 01:00 4 

19:00 - 23:00 5 

 

Information sharing happens among social actors and it requires 

people who interacts with the information. Because of this reason 

timing parameter is added and separated 5 different time spans and 

given value according to Table 2 [17]. 
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 Table 3. Media Type  

Media Type Value 

Text 1 

Link 2 

Gif 3 

Video 4 

Image 5 

Media type is another huge factor for information sharing and it is 

also influential to spreading. Different media types have different 

social interaction and given values according to their influence as 

shown in Table 3 [18]. 

 Table 4. Hashtag 

Hashtag Value 

True 1 

False 0 

Hashtag is a labeling method and definitely increases one’s shared 

content. Binary values given shown in Table 4 [16]. 

 Table 5. Verified Account 

Verified Account Value 

True 1 

False 0 

Verified account means whose information is true in their profile. 

Because of trust effect, verified accounts have more effect on 

information diffusion and the values deemed appropriate shown in 

Table 5 [20]. 

 Table 6. Challenge 

Challenge Value 

True 1 

False 0 

Challenge is a parameter that does not seen often but it has great 

effect to information diffusion. It means that someone challenges 

to beat a share count. We proposed this parameter because under 

right circumstances it can be only reason for a huge epidemic 

diffusion of information. Values for challenge parameter is shown 

in Table 6. 

 Table 7. Retweet Begging 

Retweet Begging Value 

True 1 

False 0 

Retweet begging is another rare seen parameter but it also has a big 

effect on information sharing. People who lost their animal, 

patients searching for blood donor and even someone who wants 

attention and spreads fake news are retweet beggars and seen time 

to time in social media. We proposed this parameter because of 

increasing usage in social media sites from marketing to real needs. 

Parameter values are shown in Table 7. 

Sentiment of a content or more clearly, positive or negative 

emotions have also effects on people to their sharing attitude. 

Positive emotions are almost always effects sharing positively and 

negative emotions have huge effect when people are depressed, 

feeling down because of a big event such as death of a national 

hero or a celebrity, natural disasters, terror attacks etc. We labeled 

sentiment effect into three parts as shown in Table 8 [19]. 

 

 Table 8. Sentiment 

Sentiment Value 

Positive 2 

Negative 1 

Notr 0 

3.2.4. Data Sampling and Normalization 

This process called as data sampling and normalization step to start 

analysis. For this purpose, we labeled data for ANN classifier to 

obtain more successful analysis result. We also labeled categorical 

data to numerical ones. 

User followers count changes 0 to 5, if trending changes 0 to 1, 

timing changes 0 to 5, media type changes 0 to 5, if positive 

changes 0 to 1, if verified changes 0 to 1, if contains challenge 

changes 0 to 1, if contains negative content 0 to 1 and if requests 

retweet changes 0 to 1. 

4. Results and Discussion 

We collected 150 viral and 150 non-viral, total of 300 tweets from 

Twitter to test our proposed model. We performed 10 fold-cross 

validation to test our results. 10 fold-cross validation breaks data 

into 10 parts with n/10 size where n is total data size, then trains 

on 9 datasets and test on 1. This repeats for 10 times until all the 

dataset used. Experimental results show that ANN model has 

achieved 90% success rate for detecting epidemic outbreaks on 

given social media content.  

4.1. Training  

Training step consists of selecting the best transfer function, train 

model and epoch number from their different combination of 

different functions, models and numbers. 300 samples for training 

step and 30 samples for testing step are used. The most used 

transfer functions known as logarithmic sigmoid (L), hyperbolic 

tangent sigmoid (T) and linear function (P) are used as transfer 

functions and the most used train models known as Levenberg-

Marquardt (LM), gradient descent (GD), Gradient descent with 

adaptive learning rate back propagation (GDA), Gradient descent 

with momentum and adaptive learning rate back propagation 

(GDX), Gradient descent with momentum back propagation 

(GDM) were selected as training model with different sizes of 

neuron count. Experimental parameters with minimum error for 

proposed I-VCC and ANN structure are shown in Table 9. 

  Table 9. Performances of Ann Models 

ID 
No of 

Neurons 

Transfer 

Functions 

Train 

Model 
Epoch 

Min 

Error 

1 20,40,1 L,T,P LM  70 0,0386 

2 35,50,1 T,L,P LM  67 0,0386 

3 50,30,1 T,L,P GD  82 0,0731 

4 20,40,1 L,T,P GD  87 0,0616 

5 50,30,1 T,L,P GDA  67 0,0442 

6 20,40,1 L,T,P GDA  64 0,0486 

7 50,30,1 T,L,P GDM  46 0,0729 

8 20,40,1 L,T,P GDM  49 0,0737 

9 50,30,1 T,L,P GDX  77 0,0398 

10 20,40,1 L,T,P GDX  75 0,0386 



 

The best ANN structure with appropriate model and functions have 

8 inputs, 20, 40 neurons and 1 output. LM model with T,L,P 

transfer functions gives the training performance shown  in Fig.3. 

Fig. 3. Estimated error rate 

Our train results gives gradient value of 7.2935e-19 at 67 epoch as 

shown in Fig. 4. 

Fig. 4. Gradient, Mu and validation check graphs 

4.2.  I-VCC Tool 

We developed an I-VCC tool for the proposed intelligent viral 

content classifier model. The tool takes arguments for the content 

parameters and classifies them as viral or non-viral as suggested in 

our model. A simple interface of the tool is shown in fig. 5. 

Fig. 5. I-VCC user interface 

5. Conclusion 

In this work, we proposed a methodology to classify the viral 

contents.  Six of the parameters that we used are similar parameters 

in previous works with some adjustments and we recommended 

two new parameters that does not well studied in literature. We 

recommended a brief model to detect if a content is spreading 

epidemically on the web or not. Overall success rate in our 

experiments is 90% using ten-fold cross validation technique. 

This study opens up a lot of future work areas that can help with 

the provenance problem and the prediction systems for diffusion 

in both physical and social networks. Knowing the viral content 

beforehand can be used in advertisement, industry, politics or any 

end user that wants to reach a high amount of people.  

Other than predicting the content virality, transforming a non-viral 

content to a viral one, or increase its virality rate, the amount of 

people it can reach is an achieavable after right parameter 

adjustments made and it is a future plan for us with this study as a 

base. 

Another problem is virus spreading in physical networks [29]. 

Some of the parameters like timing, content and trust are platform-

free and opens up new study areas. This study can help predicting 

virus diffusion on physical networks before it spreads to a large 

amount of nodes. 

Dataset we used is retrieved from Twitter under supervision to 

determine the infromation diffusion is epidemic or not. We 

processed the raw data before labeling phase. Data is labeled 

before the ANN classifier phase and the best ANN classifier model 

is determined to work with our proposed I-VCC application.  

This study proves that the viral content is not always a random 

outbreak which cannot be predicted before it happens because of 

the parameters we use proves that connections exist between 

timing – virality, sentiment – virality etc. Proving that if there is a 

tie exists, we can predict the viral content before the content 

sharing starts and this study is a milestone to a prediction study. It 

is important to know if a content is viral or not because of the time 

and resource it can save. Also this is related to the provenance 

problem in literature. 
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