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#### Abstract

In this article, identification of the time-dependent lowest term in a fourth order in time partial differential equation (PDE) from knowledge of a boundary measurement is studied by means of contraction mapping.


## 1. Introduction

Fourth order derivative in time arises in various fields. For instance, in the Taylor series expansion of the Hubble law 22, in the study of chaotic hyper jerk systems $\sqrt{2}$ and in the kinematic performance of long-dwell mechanisms of linkage type [8]. The fourth order in time equation, that is our motivation point, was introduced and investigated by Dell'Oro and Pata 5] for the first time
$\partial_{\tau \tau \tau \tau} y(x, \tau)+\alpha \partial_{\tau \tau \tau} y(x, \tau)+\beta \partial_{\tau \tau} y(x, \tau)-\gamma \partial_{x x \tau \tau} y(x, \tau)-\delta \partial_{x x \tau} y(x, \tau)-\rho \partial_{x x} y(x, \tau)=0$ where $\alpha, \beta, \gamma, \delta, \rho$ are real numbers. This model is obtained from the third-order Moore-Gibson-Thompson equation with memory, which has been extensively studied in the literature, $7,13,14$. More recently, this model has attracted the attention of many authors, see $3,15,16,18,19$.

Consider the third order in time nonlinear partial differential equation model in abstract form

$$
\begin{equation*}
\partial_{\tau \tau \tau} y(x, \tau)+\alpha \partial_{\tau \tau} y(x, \tau)-c^{2} \partial_{x x} y(x, \tau)-b \partial_{x x \tau} y(x, \tau)=G\left(x, \tau, y, y_{\tau}, y_{\tau \tau}\right) \tag{1}
\end{equation*}
$$

where $G\left(x, t, y, y_{\tau}, y_{\tau \tau}\right)$ is a non-linear or linear function and $\alpha, c, b>0$ are given parameters. This type of model is often called Moore-Gibson-Thompson equation and appeared in many scientific fields such as nonlinear acoustics, medical ultrasound, viscoelasticity and thermoelasticity, $4,6,10-12,20$.

[^0]Taking the subtraction

$$
\partial_{\tau} \sqrt{1}-\alpha(\mathbb{1}),
$$

we obtain

$$
\begin{align*}
\partial_{\tau \tau \tau \tau} y(x, \tau)-\alpha^{2} \partial_{\tau \tau} y(x, \tau)- & b \partial_{x x \tau \tau} y(x, \tau) \\
& +\alpha c^{2} \partial_{x x} y(x, \tau)+\left(\alpha b-c^{2}\right) \partial_{x x \tau} y(x, \tau)=\partial_{\tau} G-\alpha G . \tag{2}
\end{align*}
$$

Taking into account that the critical parameter (C.P. $\equiv \alpha-\frac{c^{2}}{b}$ ) of the third order in time equation (1) is zero. i.e. the energy is conservative and no decay of the energy occurs. Then $\alpha b-c^{2}=0$. In this case, the fourth order in time equation (2) reads

$$
\begin{equation*}
\partial_{\tau \tau \tau \tau} y(x, \tau)+\beta \partial_{\tau \tau} y(x, \tau)-\gamma \partial_{x x \tau \tau} y(x, \tau)-\rho \partial_{x x} y(x, \tau)=F\left(x, \tau, y, y_{\tau}, y_{\tau \tau}\right) \tag{3}
\end{equation*}
$$

where $F\left(x, \tau, y, y_{\tau}, y_{\tau \tau}\right)=\partial_{\tau} G-\alpha G, \beta=-\alpha^{2}, \gamma=b$ and $\rho=-\alpha c^{2}$.
In this paper, we choose the right hand side of the fourth order in time PDE (3) as a linear function such that $F\left(x, \tau, y, y_{\tau}, y_{\tau \tau}\right)=a(\tau) y(x, \tau)+f(x, \tau)$. Our aim is to investigate the solvability of the inverse problem of simultaneous identification of the solely time-dependent lowest term $(a(\tau))$ and displacement function $(y(x, \tau))$ in the fourth order in time PDE

$$
\begin{equation*}
\partial_{\tau \tau \tau \tau} y(x, \tau)+\beta \partial_{\tau \tau} y(x, \tau)-\gamma \partial_{x x \tau \tau} y(x, \tau)-\rho \partial_{x x} y(x, \tau)=a(\tau) y(x, \tau)+f(x, \tau), \tag{4}
\end{equation*}
$$

for $(x, \tau) \in D_{T}$ subject to the initial conditions

$$
\begin{equation*}
y(x, 0)=\xi_{0}(x), y_{\tau}(x, 0)=\xi_{1}(x), y_{\tau \tau}(x, 0)=\xi_{2}(x), y_{\tau \tau \tau}(x, 0)=\xi_{3}(x), x \in[0,1], \tag{5}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
y(0, \tau)=y_{x}(1, \tau)=0, \tau \in[0, T] \tag{6}
\end{equation*}
$$

and the additional condition

$$
\begin{equation*}
y(1, \tau)=h(\tau), \tau \in[0, T] \tag{7}
\end{equation*}
$$

where $D_{T}=\{(x, \tau): 0 \leq x \leq 1,0 \leq \tau \leq T\}$ for some fixed $T>0, \beta, \gamma, \rho>0$ are given constants, $f(x, \tau)$ is the force function, $\xi_{0}(x), \xi_{1}(x), \xi_{2}(x), \xi_{3}(x)$ are initial displacements, and $h(\tau)$ is the extra measurement to obtain the solution of the inverse problem.

The inverse problems of determining time or space dependent coefficients for the higher order in time (more than 2) PDEs attract many scientists. The inverse problem of recovering the solely space dependent and solely time dependent coefficients for the third order in time PDEs are studied by [1] and 21], respectively. More recently, in [9] authors studied the inverse problem of determining time dependent potential and time dependent force terms from the third order in time partial differential equation by considering the critical parameter equal to zero.

Main purpose of this paper is the simultaneous identification of the time-dependent lowest coefficient $a(\tau)$, and $y(x, \tau)$, for the first time, from the equation (4), initial conditions (5), homogeneous boundary conditions (6) and additional condition (7) under the assumption on the parameters.

The article is organized as following: In Section 2, we first present the eigenvalues and eigenfunctions of the corresponding Sturm-Liouville spectral problem for equation (4). Then two Banach spaces are introduced and roots of the fourth order polynomial (quartic) are investigated. In Section 3, we transform the inverse problem into the system of integral equations which are Volterra type by using the eigenfunction expansion method. Then, the theorem of the existence and uniqueness of the solution of the inverse problem is proved via Banach fixed point theorem for sufficiently small times under some conformity and consistency conditions on the initial and boundary data.

## 2. Auxiliary Spectral Problem and Preliminaries

The corresponding spectral problem of the inverse problem (4)-(7) is

$$
\left\{\begin{array}{l}
W^{\prime \prime}(x)+\lambda W(x)=0, \quad 0 \leq x \leq 1  \tag{8}\\
W(0)=W^{\prime}(1)=0
\end{array}\right.
$$

The eigenvalues and corresponding eigenfunctions of these eigenvalues of the spectral problem (8) are $\lambda_{n}=\left(\frac{2 n+1}{2} \pi\right)^{2}$ and $W_{n}(x)=\sqrt{2} \sin \left(\sqrt{\lambda_{n}} x\right), n=0,1,2, \ldots$, respectively. The system of eigenfunctions $W_{n}(x)$ are biorthonormal on [0, 1], i.e.:

$$
\int_{0}^{1} W_{n}(x) W_{m}(x) d x=\left\{\begin{array}{ll}
1 & , m=n \\
0 & , m \neq n
\end{array} .\right.
$$

Also the system $W_{n}(x)=\sqrt{2} \sin \left(\sqrt{\lambda_{n}} x\right), n=0,1,2, \ldots$ forms a Riesz basis in $L_{2}[0,1]$.

Now, let us introduce two Banach spaces that are connected with the eigenvalues and eigenfunctions of the auxiliary spectral problem (8):
i:

$$
\begin{align*}
& B_{T}=\left\{y(x, \tau)=\sum_{n=0}^{\infty} y_{n}(\tau) W_{n}(x): y_{n}(\tau) \in C[0, T]\right. \\
&\left.J_{T}(y)=\left(\sum_{n=0}^{\infty}\left(\lambda_{n}^{5 / 2}\left\|y_{n}(\tau)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}<+\infty\right\} \tag{9}
\end{align*}
$$

where $J_{T}(y):=\|y(x, \tau)\|_{B_{T}}$ is the norm of the function $y(x, \tau)$.
ii: $E_{T}=B_{T} \times C[0, T]$ is a Banach space with the norm

$$
\|\nu(x, \tau)\|_{E_{T}}=\|y(x, \tau)\|_{B_{T}}+\|a(\tau)\|_{C[0, T]}
$$

where $\nu(x, \tau)=\{y(x, \tau), a(\tau)\}$ is a vector function.
These spaces are suitable to investigate the solution of the inverse problem (4)(7).

Consider the quartic polynomial $P(k)$

$$
P(k)=k^{4}+\left(\beta+\gamma \lambda_{n}\right) k^{2}+\rho \lambda_{n} .
$$

Let us denote $\Delta_{n}=\left(\beta+\gamma \lambda_{n}\right)^{2}-4 \rho \lambda_{n}$, and consider $\Delta_{n}>0$. Therefore, the roots of the quartic polynomial $P(k)$ are

$$
\begin{aligned}
& k_{1,2}= \pm \sqrt{-s_{n}}, \\
& k_{3,4}= \pm \sqrt{-\bar{s}_{n}},
\end{aligned}
$$

where $s_{n}=\frac{\beta+\gamma \lambda_{n}-\sqrt{\Delta_{n}}}{2}$, and $\bar{s}_{n}=\frac{\beta+\gamma \lambda_{n}+\sqrt{\Delta_{n}}}{2}$. Since $\beta, \gamma, \rho$, and $\lambda_{n}$ are strictly positive, $s_{n}$, and $\bar{s}_{n}$ are also positive. Thus we have four complex conjugate roots

$$
\begin{aligned}
k_{1,2} & = \pm i p_{n} \\
k_{3,4} & = \pm i r_{n}
\end{aligned}
$$

where $p_{n}=\sqrt{\frac{\beta+\gamma \lambda_{n}-\sqrt{\Delta_{n}}}{2}}, r_{n}=\sqrt{\frac{\beta+\gamma \lambda_{n}+\sqrt{\Delta_{n}}}{2}}$ and $s_{n}=p_{n}^{2}, \bar{s}_{n}=r_{n}^{2}$.

## 3. Existence and Uniqueness

In this section, our aim is to set and prove the main theorem that is about the unique solvability of the inverse problem for the fourth order in time PDE. Before giving these let us define the classical solution of the inverse problem.

Let the pair of functions $\{y(x, \tau), a(\tau)\}$ be from the class $C^{2,4}\left(D_{T}\right) \times C[0, T]$ and satisfies the equation (4) and conditions (5)-(7). Then we call that the pair $\{y(x, \tau), a(\tau)\}$ is the classical solution of the inverse problem (4)-(7).

The existence and uniqueness theorem of the solution of the inverse problem is as follows:

Theorem 1. Let the assumptions
$\mathbf{A}_{1}: \xi_{0}(x) \in C^{4}[0,1], \xi_{0}^{(5)}(x) \in L_{2}[0,1]$, $\xi_{0}(0)=\xi_{0}^{\prime}(1)=\xi_{0}^{\prime \prime}(0)=\xi_{0}^{\prime \prime \prime}(1)=\xi_{0}^{(4)}(0)=0$,
$\mathbf{A}_{2}: \xi_{1}(x) \in C^{3}[0,1], \xi_{1}^{(4)}(x) \in L_{2}[0,1]$, $\xi_{1}(0)=\xi_{1}^{\prime}(1)=\xi_{1}^{\prime \prime}(0)=\xi_{1}^{\prime \prime \prime}(1)=0$,
$\mathbf{A}_{3}: \xi_{2}(x) \in C^{2}[0,1], \xi_{2}^{\prime \prime \prime}(x) \in L_{2}[0,1]$, $\xi_{2}(0)=\xi_{2}^{\prime}(1)=\xi_{2}^{\prime \prime}(0)=0$,
$\mathbf{A}_{4}: \xi_{3}(x) \in C^{1}[0,1], \xi_{3}^{\prime \prime}(x) \in L_{2}[0,1]$, $\xi_{3}(0)=\xi_{3}^{\prime}(1)=0$,
$\mathbf{A}_{5}: h(\tau) \in C^{4}[0, T], h(\tau) \neq 0, \forall \tau \in[0, T]$,
$h(0)=\xi_{0}(1), h^{\prime}(0)=\xi_{1}(1), h^{\prime \prime}(0)=\xi_{2}(1), h^{\prime \prime \prime}(0)=\xi_{3}(1)$,
$\mathbf{A}_{6}: f(x, \tau) \in C\left(\bar{D}_{T}\right), f_{x}, f_{x x}, f_{x x x} \in C[0,1], \forall \tau \in[0, T]$, $f(0, \tau)=f_{x}(1, \tau)=f_{x x}(0, \tau)=0$,
be satisfied, $\beta, \gamma, \rho>0$, and $\Delta_{n}=\left(\beta+\gamma \lambda_{n}\right)^{2}-4 \rho \lambda_{n}>0$. Then, the inverse problem (4)-(7) has a unique solution for small $T$.

Proof. Let $a(\tau) \in C[0, T]$ be an arbitrary function. Thus, we will use the Fourier (Eigenfunction expansion) method to construct the formal solution of the inverse
problem (4)-(7). In keeping with this aim, let us consider

$$
\begin{equation*}
y(x, \tau)=\sum_{n=0}^{\infty} y_{n}(\tau) W_{n}(x) \tag{10}
\end{equation*}
$$

is a formal solution of the inverse problem (4)-(7).
Since $y(x, \tau)$ is the formal solution of the inverse problem (4)-(7), we get the following Cauchy problems with respect to $y_{n}(\tau)$ from the equation (4) and initial conditions (5);

$$
\left\{\begin{array}{l}
y_{n}^{(4)}(\tau)+\left(\beta+\gamma \lambda_{n}\right) y_{n}^{\prime \prime}(\tau)+\rho \lambda_{n} y_{n}(\tau)=F_{n}(\tau ; a, y)  \tag{11}\\
y_{n}(0)=\xi_{0 n}, y_{n}^{\prime}(0)=\xi_{1 n}, y_{n}^{\prime \prime}(0)=\xi_{2 n}, y_{n}^{\prime \prime \prime}(0)=\xi_{3 n}, n=0,1,2, \ldots
\end{array}\right.
$$

Here

$$
\begin{aligned}
& F_{n}(\tau ; a, y)=a(\tau) y_{n}(\tau)+f_{n}(\tau) \\
& y_{n}(\tau)=\sqrt{2} \int_{0}^{1} y(x, \tau) \sin \left(\sqrt{\lambda_{n}} x\right) d x \\
& f_{n}(\tau)=\sqrt{2} \int_{0}^{1} f(x, \tau) \sin \left(\sqrt{\lambda_{n}} x\right) d x
\end{aligned}
$$

and

$$
\xi_{i n}=\sqrt{2} \int_{0}^{1} \xi_{i}(x) \sin \left(\sqrt{\lambda_{n}} x\right) d x, i=0,1,2,3, n=0,1,2, \ldots
$$

These Cauchy problems have the quartic characteristic polynomial

$$
P(k)=k^{4}+\left(\beta+\gamma \lambda_{n}\right) k^{2}+\rho \lambda_{n}
$$

Since $\Delta_{n}=\left(\beta+\gamma \lambda_{n}\right)^{2}-4 \rho \lambda_{n}>0$, solving 11) by using the roots of this characteristic polynomial that are investigated in previous section, we obtain

$$
\begin{align*}
y_{n}(t)= & \frac{r_{n}^{2} \cos \left(p_{n} \tau\right)-p_{n}^{2} \cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{0 n}+\frac{r_{n}^{3} \sin \left(r_{n} \tau\right)-p_{n}^{3} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{1 n} \\
& +\frac{\cos \left(p_{n} \tau\right)-\cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{2 n}+\frac{r_{n} \sin \left(r_{n} \tau\right)-p_{n} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{3 n} \\
& +\int_{0}^{\tau}\left[\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right] F_{n}(\eta ; a, y) d \eta \tag{12}
\end{align*}
$$

Substitute the expression 12 into 10 to determine $y(x, \tau)$. Then we get

$$
y(x, \tau)=\sum_{n=0}^{\infty}\left[\frac{r_{n}^{2} \cos \left(p_{n} \tau\right)-p_{n}^{2} \cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{0 n}+\frac{r_{n}^{3} \sin \left(r_{n} \tau\right)-p_{n}^{3} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{1 n}\right.
$$

$$
\begin{align*}
& +\frac{\cos \left(p_{n} \tau\right)-\cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{2 n}+\frac{r_{n} \sin \left(r_{n} \tau\right)-p_{n} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{3 n} \\
& \left.+\int_{0}^{\tau}\left[\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right] F_{n}(\eta ; a, y) d \eta\right] \\
& \times W_{n}(x) \tag{13}
\end{align*}
$$

Let us derive the equation of $a(\tau)$. If we evaluate the equation (4) at $x=1$ and consider the additional condition (7), then we have:

$$
\begin{equation*}
a(\tau)=\frac{1}{h(\tau)}\left[h^{(4)}(\tau)+\beta h^{\prime \prime}(\tau)-f(1, \tau)+\sum_{n=0}^{\infty}(-1)^{n+1} \lambda_{n}\left(\gamma y_{n}^{\prime \prime}(\tau)+\rho y_{n}(\tau)\right)\right] \tag{14}
\end{equation*}
$$

where $y_{n}(\tau)$ is defined in 12 and

$$
\begin{align*}
y_{n}^{\prime \prime}(\tau)= & \frac{p_{n}^{2} r_{n}^{2}\left(\cos \left(r_{n} \tau\right)-\cos \left(p_{n} \tau\right)\right)}{\sqrt{\Delta_{n}}} \xi_{0 n}+\frac{r_{n}^{5} \sin \left(p_{n} \tau\right)-p_{n}^{5} \sin \left(r_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{1 n} \\
& +\frac{r_{n}^{2} \cos \left(r_{n} \tau\right)-p_{n}^{2} \cos \left(p_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{2 n}+\frac{p_{n}^{3} \sin \left(p_{n} \tau\right)-r_{n}^{3} \sin \left(r_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{3 n} \\
& +\int_{0}^{\tau}\left[\frac{p_{n}^{2} r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)-\frac{r_{n}^{2} p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)\right] F_{n}(\eta ; a, y) d \eta \tag{15}
\end{align*}
$$

We convert the inverse problem (4)-(7) into the system of Volterra integral equations $130-14$ with respect to $y(x, \tau)$ and $a(\tau)$ by considering

$$
y_{n}(\tau)=\int_{0}^{1} y(x, \tau) W_{n}(x) d x, n=0,1,2, \ldots
$$

is the solution of the system of differential equations 11). Analogously, we can prove that if $\{y(x, \tau), a(\tau)\}$ is a solution of the inverse problem (4)-(7), then $y_{n}(\tau), n=$ $0,1,2, \ldots$ satisfy the system of differential equations (11). For proof of this assertion please see ( $[17]$ ). From this assertion we can conclude that proving the uniqueness of the solution of the inverse problem (4)-(7), It is enough to prove the unique solvability of the system (13)- (14).

To prove the existence of a unique solution of the system (13) and we need to rewrite this system into operator form and to show that this operator a contraction operator. Consider $\nu(x, \tau)=[y(x, \tau), a(\tau)]^{T}$ is a $2 \times 1$ inverse problem's solution vector function. Thus, we can rewrite the system of equations 13 and 14 into the operator equation form as

$$
\begin{equation*}
\nu=\underline{\mathbf{O}}(\nu) \tag{16}
\end{equation*}
$$

where $\underline{\mathbf{O}}(\nu) \equiv\left[O_{1}, O_{2}\right]^{T}$ and $\phi_{1}$ and $\phi_{2}$ are

$$
O_{1}(\nu)=\sum_{n=0}^{\infty}\left[\frac{r_{n}^{2} \cos \left(p_{n} \tau\right)-p_{n}^{2} \cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{0 n}+\frac{r_{n}^{3} \sin \left(r_{n} \tau\right)-p_{n}^{3} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{1 n}\right.
$$

$$
\begin{aligned}
& +\frac{\cos \left(p_{n} \tau\right)-\cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{2 n}+\frac{r_{n} \sin \left(r_{n} \tau\right)-p_{n} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{3 n} \\
& \left.+\int_{0}^{\tau}\left[\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right] F_{n}(\eta ; a, y) d \eta\right] \\
& \times X_{n}(x)
\end{aligned}
$$

and

$$
O_{2}(\nu)=\frac{1}{h(\tau)}\left[h^{(4)}(\tau)+\beta h^{\prime \prime}(\tau)-f(1, \tau)+\sum_{n=0}^{\infty}(-1)^{n+1} \lambda_{n}\left(\gamma y_{n}^{\prime \prime}(\tau)+\rho y_{n}(\tau)\right)\right] .
$$

We can easily obtain following equalities
$\xi_{0 n}=\frac{1}{\lambda_{n}^{5 / 2}} \alpha_{0 n}, \xi_{1 n}=\frac{1}{\lambda_{n}^{2}} \alpha_{1 n}, \xi_{2 n}=\frac{1}{\lambda_{n}^{3 / 2}} \alpha_{2 n}, \xi_{3 n}=\frac{1}{\lambda_{n}} \alpha_{3 n}, f_{n}(\tau)=\frac{1}{\lambda_{n}^{3 / 2}} \omega_{n}(\tau)$, using integration by parts under consideration of the assumptions $\left(A_{1}\right)-\left(A_{6}\right)$, where

$$
\begin{aligned}
\omega_{n}(\tau) & =-\sqrt{2} \int_{0}^{1} f_{x x x}(x, \tau) \cos \left(\sqrt{\lambda_{n}} x\right) d x \\
\alpha_{0 n} & =\sqrt{2} \int_{0}^{1} \xi_{0}^{(5)}(x) \cos \left(\sqrt{\lambda_{n}} x\right) d x \\
\alpha_{1 n} & =\sqrt{2} \int_{0}^{1} \xi_{1}^{(4)}(x) \sin \left(\sqrt{\lambda_{n}} x\right) d x \\
\alpha_{2 n} & =-\sqrt{2} \int_{0}^{1} \xi_{2}^{\prime \prime \prime}(x) \cos \left(\sqrt{\lambda_{n}} x\right) d x
\end{aligned}
$$

and

$$
\alpha_{3 n}=-\sqrt{2} \int_{0}^{1} \xi_{3}^{\prime \prime}(x) \sin \left(\sqrt{\lambda_{n}} x\right) d x
$$

Since $\sqrt{2} \sin \left(\sqrt{\lambda_{n}} x\right)$ (or $\sqrt{2} \cos \left(\sqrt{\lambda_{n}} x\right)$ ) forms a biorthonormal system of functions on $[0,1]$, by using Bessel's inequality we get the estimates

$$
\begin{gather*}
\sum_{n=0}^{\infty}\left|\alpha_{0 n}\right|^{2} \leq\left\|\xi_{0}^{(5)}\right\|_{L_{2}[0,1]}^{2}, \sum_{n=0}^{\infty}\left|\alpha_{1 n}\right|^{2} \leq\left\|\xi_{1}^{(4)}\right\|_{L_{2}[0,1]}^{2}, \\
\sum_{n=0}^{\infty}\left|\alpha_{2 n}\right|^{2} \leq\left\|\xi_{2}^{\prime \prime \prime}\right\|_{L_{2}[0,1]}^{2}, \sum_{n=0}^{\infty}\left|\alpha_{3 n}\right|^{2} \leq\left\|\xi_{3}^{\prime \prime}\right\|_{L_{2}[0,1]}^{2} \\
\sum_{n=0}^{\infty}\left|\omega_{n}(\tau)\right|^{2} \leq\left\|f_{x x x}(\cdot, \tau)\right\|_{L_{2}[0,1]}^{2} . \tag{17}
\end{gather*}
$$

Also we can easily obtain the following estimates of the coefficients which arise in the operator equations $O_{1}(\nu)$ and $O_{2}(\nu)$ :

$$
\begin{gather*}
\left|\chi_{1}(\tau)\right| \leq d_{1},\left|\chi_{2}(\tau)\right| \leq \frac{d_{2}}{\sqrt{\lambda_{n}}},\left|\chi_{3}(\tau)\right| \leq \frac{d_{3}}{\lambda_{n}},\left|\chi_{4}(\tau)\right| \leq \frac{d_{4}}{\lambda_{n}^{3 / 2}},\left|\chi_{5}(\tau)\right| \leq \frac{d_{5}}{\lambda_{n}} \\
\left|\Gamma_{1}(\tau)\right| \leq \lambda_{n} D_{1},\left|\Gamma_{2}(\tau)\right| \leq \sqrt{\lambda_{n}} D_{2},\left|\Gamma_{3}(\tau)\right| \leq D_{3},\left|\Gamma_{4}(\tau)\right| \leq \frac{D_{4}}{\sqrt{\lambda_{n}}},\left|\Gamma_{5}(\tau)\right| \leq D_{5} \tag{18}
\end{gather*}
$$

where

$$
\begin{array}{r}
\chi_{1}(\tau)=\frac{r_{n}^{2} \cos \left(p_{n} \tau\right)-p_{n}^{2} \cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}}, \chi_{2}(\tau)=\frac{r_{n}^{3} \sin \left(r_{n} \tau\right)-p_{n}^{3} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \\
\chi_{3}(\tau)=\frac{\cos \left(p_{n} \tau\right)-\cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}}, \chi_{4}(\tau)=\frac{r_{n} \sin \left(r_{n} \tau\right)-p_{n} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \\
\chi_{5}(t)=\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)
\end{array}
$$

$\Gamma_{i}(\tau)=\chi_{i}^{\prime \prime}(\tau), i=\overline{1,5}, d_{i}$ and $D_{i}, i=\overline{1,5}$ are positive real constants. (These boundaries can be obtained by taking $\lambda_{n}$ common multiplier)

Now we can show in two steps that $\underline{\mathbf{O}}$ is a contraction operator by considering the assumptions and estimates are given above.
I) First let us verify that $\underline{\mathbf{O}}$ is a continuous map which maps the space $E_{T}$ onto itself continuously. That is to say, our aim is to show $O_{1}(\nu) \in B_{T}$ and $O_{2}(\nu) \in C[0, T]$ for arbitrary $\nu(x, \tau)=[y(x, \tau), a(\tau)]^{T}$ such that $y(x, \tau) \in B_{T}$, $a(\tau) \in C[0, T]$.

Let us start with $O_{1}(\nu) \in B_{T}$, i.e. we need to verify

$$
J_{T}\left(O_{1}\right)=\left(\sum_{n=0}^{\infty}\left(\lambda_{n}^{5 / 2}\left\|O_{1, n}(\tau)\right\|_{C[0, T]}\right)^{2}\right)^{1 / 2}<+\infty
$$

where

$$
\begin{aligned}
O_{1, n}(\tau)= & \frac{r_{n}^{2} \cos \left(p_{n} \tau\right)-p_{n}^{2} \cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{0 n}+\frac{r_{n}^{3} \sin \left(r_{n} \tau\right)-p_{n}^{3} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{1 n} \\
& +\frac{\cos \left(p_{n} \tau\right)-\cos \left(r_{n} \tau\right)}{\sqrt{\Delta_{n}}} \xi_{2 n}+\frac{r_{n} \sin \left(r_{n} \tau\right)-p_{n} \sin \left(p_{n} \tau\right)}{p_{n} r_{n} \sqrt{\Delta_{n}}} \xi_{3 n} \\
& +\int_{0}^{\tau}\left[\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right] F_{n}(\eta ; a, y) d \eta
\end{aligned}
$$

After some manipulations under the assumptions $\left(A_{1}\right)-\left(A_{6}\right)$, using the estimates (18) we obtain

$$
\begin{aligned}
\left(J_{T}\left(O_{1}\right)\right)^{2}= & \sum_{n=0}^{\infty}\left(\lambda_{n}^{5 / 2}\left\|O_{1, n}(\tau)\right\|_{C[0, T]}\right)^{2} \\
\leq & 6 d_{1}^{2} \sum_{n=0}^{\infty}\left|\alpha_{0 n}\right|^{2}+6 d_{2}^{2} \sum_{n=0}^{\infty}\left|\alpha_{1 n}\right|^{2}+6 d_{3}^{2} \sum_{n=0}^{\infty}\left|\alpha_{2 n}\right|^{2}+6 d_{4}^{2} \sum_{n=0}^{\infty}\left|\alpha_{3 n}\right|^{2} \\
& +6 d_{5}^{2} T^{2} \sum_{n=0}^{\infty}\left(\max _{0 \leq \tau \leq T}\left|\omega_{n}(\tau)\right|\right)^{2} \\
& +6 d_{5}^{2} T^{2}\left(\max _{0 \leq \tau \leq T}|a(\tau)|\right)^{2} \sum_{n=0}^{\infty}\left(\lambda_{n}^{5 / 2}\left\|y_{n}(\tau)\right\|_{C[0, T]}\right)^{2} .
\end{aligned}
$$

Since $y(x, \tau), a(\tau)$ belong to the spaces $B_{T}$, and $C[0, T]$, respectively, the series at the right hand side of $\left(J_{T}\left(\phi_{1}\right)\right)^{2}$ are convergent from the Bessel's inequality (considering the estimates (177). $J_{T}\left(O_{1}\right)$ is convergent (i.e. $J_{T}\left(O_{1}\right)<+\infty$ ) because $\left(J_{T}\left(O_{1}\right)\right)^{2}$ is bounded above. Thus we can conclude that $O_{1}(\nu)$ belongs to the space $B_{T}$.

Now let us prove that $O_{2}(\nu) \in C[0, T]$. By using the equation of $a(\tau)$ (14), we can write

$$
\begin{aligned}
\left|O_{2}(\nu)\right| \leq & \frac{1}{\min _{0 \leq \tau \leq T}|h(\tau)|}[
\end{aligned} \quad\left[h^{(4)}(\tau)|+\beta| h^{\prime \prime}(\tau)|+|f(1, \tau)| .\right.
$$

Taking into account the estimates (17) and (18) and using the Cauchy-Schwartz inequality, from the inequality for $\left|\phi_{2}(\nu)\right|$ we get

$$
\begin{align*}
& \max _{0 \leq \tau \leq T}\left|O_{2}(\nu)\right| \leq \frac{1}{\min _{0 \leq \tau \leq T}|h(\tau)|}\left[\left|h^{(4)}(\tau)\right|+\beta\left|h^{\prime \prime}(\tau)\right|+|f(1, \tau)|\right. \\
& +m_{1} \sum_{n=0}^{\infty}\left|\alpha_{0 n}\right|^{2}+m_{2} \sum_{n=0}^{\infty}\left|\alpha_{1 n}\right|^{2}+m_{3} \sum_{n=0}^{\infty}\left|\alpha_{2 n}\right|^{2}+m_{4} \sum_{n=0}^{\infty}\left|\alpha_{3 n}\right|^{2} \\
& +m_{5} T\left(\max _{0 \leq \tau \leq T}|a(\tau)|\right)^{2} \sum_{n=0}^{\infty}\left(\lambda_{n}^{5 / 2}\left\|y_{n}(\tau)\right\|_{C[0, T]}\right)^{2} \\
& \left.+m_{6} T \sum_{n=0}^{\infty}\left(\max _{0 \leq \tau \leq T}\left|\omega_{n}(\tau)\right|\right)\right], \tag{19}
\end{align*}
$$

where $m_{i}=\gamma D_{i}\left(\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}}\right)^{1 / 2}+\rho d_{i}\left(\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}^{3}}\right)^{1 / 2}, i=\overline{1,5}$ and $m_{6}=\gamma D_{5}\left(\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}^{3}}\right)^{1 / 2}+\rho d_{5}\left(\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}^{5}}\right)^{1 / 2}$. Considering the estimates 17 and $\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}}, \quad \sum_{n=0}^{\infty} \frac{1}{\lambda_{n}^{3}}$ and $\sum_{n=0}^{\infty} \frac{1}{\lambda_{n}^{5}}$ are convergent, the majorizing series 19 are convergent. According to Weierstrass M-test $O_{2}(\nu)$ is absolutely continuous. Thus, $O_{2}(\nu)$ belongs to the space $C[0, T]$.

Thereby, we have shown that $\underline{\mathbf{O}}$ is a continuous and onto map on $E_{T}$.
II) Since $\underline{\mathbf{O}}$ in a continuous map onto $E_{T}$, let us prove that the operator $\underline{\mathbf{O}}$ is contraction mapping operator. Assume that let $\nu_{1}$ and $\nu_{2}$ be any two elements of $E_{T}$ such that $\nu_{i}=\left[y^{(i)}(x, \tau), a^{(i)}(\tau)\right]^{T}, i=1,2$. From the definition of the space $E_{T}$, we have $\left\|\underline{\mathbf{O}}\left(\nu_{1}\right)-\underline{\mathbf{O}}\left(\nu_{2}\right)\right\|_{E_{T}}=\left\|O_{1}\left(\nu_{1}\right)-O_{1}\left(\nu_{2}\right)\right\|_{B_{T}}+\left\|O_{2}\left(\nu_{1}\right)-O_{2}\left(\nu_{2}\right)\right\|_{C[0, T]}$. For the convenience of this norm, let us consider the following differences

$$
\left.\begin{array}{rl}
O_{1}\left(\nu_{1}\right)-O_{1}\left(\nu_{2}\right)= & \sum_{n=0}^{\infty}\left[\int_{0}^{\tau}\left(\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right)\right. \\
& \left.\times\left(F_{n}\left(\eta ; a^{1}, y^{1}\right)-F_{n}\left(\eta ; a^{2}, y^{2}\right)\right) d \eta\right] W_{n}(x), \\
O_{2}\left(\nu_{1}\right)-O_{2}\left(\nu_{2}\right)=\frac{1}{h(\tau)}\left[\sum _ { n = 0 } ^ { \infty } \lambda _ { n } \left\{\gamma \int_{0}^{\tau}\left[\frac{p_{n}^{2} r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)-\frac{r_{n}^{2} p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)\right]\right.\right. \\
& \quad \times\left(F_{n}\left(\eta ; a^{1}, y^{1}\right)-F_{n}\left(\eta ; a^{2}, y^{2}\right)\right) d \eta
\end{array}\right] \begin{aligned}
& \tau \\
&+\rho \int_{0}^{\tau}\left[\frac{p_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(r_{n}(\tau-\eta)\right)-\frac{r_{n}}{\sqrt{\Delta_{n} \rho \lambda_{n}}} \sin \left(p_{n}(\tau-\eta)\right)\right] \\
&\left.\left.\times\left(F_{n}\left(\eta ; a^{1}, y^{1}\right)-F_{n}\left(\eta ; a^{2}, y^{2}\right)\right) d \eta\right\}\right]
\end{aligned}
$$

After some manipulations in last equations under the assumptions $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{6}\right)$ and using the estimates 17 - 18 , we obtain

$$
\begin{aligned}
\left\|O_{1}\left(\nu_{1}\right)-O_{1}\left(\nu_{2}\right)\right\|_{B_{T}} & \leq T\left[C_{1}\left\|y^{(1)}-y^{(2)}\right\|_{B_{T}}+C_{2}\left\|a^{(1)}-a^{(2)}\right\|_{C[0, T]}\right] \\
\left\|O_{2}\left(\nu_{1}\right)-O_{2}\left(\nu_{2}\right)\right\|_{C[0, T]} & \leq \frac{T}{\min _{0 \leq \tau \leq T}|h(\tau)|}\left[C_{3}\left\|y^{(1)}-y^{(2)}\right\|_{B_{T}}+C_{4}\left\|a^{(1)}-a^{(2)}\right\|_{C[0, T]}\right]
\end{aligned}
$$

where $C_{k}, k=\overline{1,4}$ are the constants depend on the norms $\left\|a^{(1)}\right\|_{C[0, T]},\left\|y^{(2)}\right\|_{B_{T}}$, $m_{5}$, and $m_{6}$. From the last inequalities it follows that

$$
\left\|\underline{\mathbf{O}}\left(\nu_{1}\right)-\underline{\mathbf{O}}\left(\nu_{2}\right)\right\|_{E_{T}} \leq A(T) C\left(a^{(1)}, y^{(2)}, m_{5}, m_{6}\right)\left\|\nu_{1}-\nu_{2}\right\|_{E_{T}}
$$

where $A(T)=T\left(1+\frac{1}{\min _{0 \leq \tau \leq T}|h(\tau)|}\right)$ and $C\left(a^{(1)}, y^{(2)}, m_{5}, m_{6}\right)=\max \left\{C_{1}, C_{2}, C_{3}, C_{4}\right\}$ is the constant depends on the norms $\left\|a^{(1)}\right\|_{C[0, T]},\left\|y^{(2)}\right\|_{B_{T}}, m_{5}$, and $m_{6}$.

Since $h(\tau) \in C^{4}[0, T], h(\tau) \neq 0, \quad \forall \tau \in[0, T], a^{(1)}(\tau) \in C[0, T], y^{(2)}(x, \tau) \in B_{T}$ and $m_{5}, m_{6}$ are finite constants, $\frac{1}{\min _{0 \leq \tau \leq T}|h(\tau)|}$ and $C\left(a^{(1)}, y^{(2)}, m_{5}, m_{6}\right)$ are bounded above. Thus $A(T) C\left(a^{(1)}, y^{(2)}, m_{5}, m_{6}\right)$ tends to zero as $T \rightarrow 0$. In other words, for sufficiently small $T$ we have $0<A(T) C\left(a^{(1)}, y^{(2)}, m_{5}, m_{6}\right)<1$. This means that the operator $\underline{\mathbf{O}}$ is a contraction mapping operator.

From the first and second steps, the operator $\underline{\mathbf{O}}$ is contraction mapping operator that is a continuous and onto map on $E_{T}$. Then according to Banach fixed point theorem the solution of the operator equation (16) exists and it is unique.

## 4. Conclusion

The paper studies the inverse initial-boundary value problem of determining the time dependent lowest term together with the displacement function in a fourth order in time PDE from an additional observation. The unique solvability of the solution of the inverse problem on a sufficiently small time interval has been proved by using of the contraction principle. The proposed work is novel and has never been solved theoretically nor numerically before. Our results shed light on the methodology for the existence and uniqueness of the inverse problem for the fourth order in time PDEs in two dimensions.
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