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Classification of  digital dermatitis with image processing and machine learning 
methods

Kürşad Yiğitarslan1, İsmail Kırbaş2

ABSTRACT
In this study, it was aimed to perform the detection and grading of  Digital Dermatitis disease, which 
is common in dairy cattle and causes serious economic losses, using artificial intelligence techniques 
in a computer environment with high accuracy without the need for any expert intervention.

Within the scope of  the study, pictures of  lesions caused by Digital Dermatitis were taken, and four 
groups were formed according to the degree of  size. These examinations were performed on 168 
cows of  the Holstein breed, aged 4-7 years, whose lameness was detected on dairy farms located in 
the centre and districts of  the Burdur region. The photographs obtained were first labelled according 
to the degree of  disease by a faculty member specialised in podiatry. Afterwards, the tagged photo-
graphs were reproduced using artificial intelligence image augmentation techniques, and a sample of  
1,000 datasets was carried out for each disease degree. The photographs that make up the dataset 
were processed using the Inception v3 deep learning algorithm, and 2,148 numerical features were 
extracted. Then, machine learning models were developed using six different machine learning algo-
rithms to classify these features. The results obtained were examined in detail with the help of  tables 
and graphics, and they showed that the developed artificial intelligence models could be used in the 
classification of  Digital Dermatitis case photos with a cumulative accuracy value above 0.87.
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INTRODUCTION

Bovine Digital Dermatitis (DD), known by different names 
such as papillomatous digital dermatitis, Mortellaro’s disease, 
or hairy heel warts, is a very common infectious foot disease 
(Biemans et al., 2017; Bruijnis et al., 2012). Treponema spp. 
plays a role in the occurrence of  this disease, which is fre-
quently seen in the hind feet (Clegg et al., 2015; Sogstad et al., 
2005). This disease, which was first described in Italy in 1974, 
was observed to cause serious lameness in the cows in the herd 
(Biemans et al., 2017). The prevalence of  DD is reported to 
be significantly higher in dairy cows (32.2%) than in beef  cows 
(10.8%) (Hesseling et al., 2019). Digital Dermatitis causes a 
decrease in milk production, reproductive performance and 
animal welfare in dairy cows, as well as an increase in treatment 
costs, and the average cost per case of  digital dermatitis is US$ 
132.96 (Cha et al., 2010).

Digital Dermatitis is a multifactorial disease, even if  Trepo-
nema spp. is accepted as the primary pathogen in the forma-

tion of  the disease. The wet and dirty walking path contributes 
to the development of  this disease (Holzhauer et al., 2008; 
Trott et al., 2003). In addition, pathogens such as Bacteroi-
detes, Fusobacteria, Tenericutes, Firmicutes, Proteobacteria, 
and Actinobacteria play a secondary role in digital dermatitis 
(Hesseling et al., 2019).

Lesions that are painful and prone to bleeding can be ob-
served above the interdigital space and near the heels, along 
the coronary band. Filiform papillae may develop in the le-
sioned area, and the lesions can be surrounded by hyperkera-
totic skin with longer than normal hair (Biemans et al.2018). 
For the classification of  these lesions, the scoring system de-
veloped by Döpfer et al. is used, and the lesions are scored at 
four different levels (Döpfer et al., 1997). Döpfer et al. named 
the cases with 0.5-4 cm diameter and less than 2 mm depth 
from the epithelial tissue as granulomatous lesions as 1st de-
gree. When this lesion is seen as a classic ulceration area that is 
deeper than 2 mm from the epithelial level and can reach up to 
7 cm in diameter, it is considered grade 2. The appearance of  
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the lesion covered with crust in the healing period was classi-
fied as grade 3, and when skin lesions were hyperkeratotic and 
proliferative, they were classified as grade 4.

Today, with the development of  computer hardware tech-
nology and artificial intelligence techniques, it has become 
possible to create information systems that can learn and pro-
cess images without human intervention. In particular, recent 
developments in Convolutional Neural Networks and deep 
learning algorithms have been ground-breaking for digitising 
and classifying images. In our study, DD disease is considered 
as a classification problem, and the development of  models 
that can classify with high accuracy by using 6 different ma-
chine learning algorithms and the performance comparison of  
these models are discussed in detail.

In the scope of  the study, the problem was not only reduced 
to the binary classification problem of  separating diseased in-
dividuals from healthy individuals, but it also aimed to deter-
mine the degree of  the disease by utilising techniques from 
artificial intelligence. This was accomplished by reducing the 
problem to its simplest form. In machine learning studies, bi-
nary classification problems are generally problems where high 
performance can be achieved easily. Nevertheless, in most cas-
es, the classification performance of  the model deteriorates 
noticeably as the number of  classes grows. With the help of  
photographs and various techniques that utilise artificial intel-
ligence, the purpose of  this study is not only to identify the 

disease but also to ascertain the severity of  the disease that has 
been identified using as much precision as possible. 

MATERIALS and METHODS

To collect data for the study, 206 photographs of  the le-
sions observed on the hind legs of  168 cows of  DD disease, 
Holstein breed, aged 4-7 years, as determined by examinations 
conducted in the Burdur region, were taken, graded based on 
the severity of  the lesions, and assigned to the appropriate 
class. Degree 1 represents the mildest form of  the disease, 
while degree 4 represents the most severe case. After the pho-
tographs were grouped, there were 60 photographs in the 1st 
Degree, 71 in the 2nd Degree, 56 in the 3rd Degree, and 19 in 
the 4th Degree, respectively. Photographic examples of  each 
classification are depicted in Figure 1.

In classification-based machine learning problems, the equal 
distribution of  the amount of  data in the classes that make 
up the data set among the classes is extremely critical to ob-
taining successful results. For this reason, to create a balanced 
data set and increase the number of  examples, the data set 
consisting of  original photographs was reproduced with 1,000 
examples in each class using artificial intelligence techniques. 
2,148 numerical features were obtained by using the Inception 
V3 algorithm, which is a widely used deep learning algorithm 
in image processing of  the reproduced dataset. The numer-
ical data set obtained after this transformation process was 
classified by running with AdaBoost (AB), Naive Bayes(NB), 
Stochastic Gradient Descent (SGD), Support Vector Machine 
(SVM), Random Forest (RF), and Logistic Regression (LR) al-
gorithms, which are widely used in machine learning problems. 

The Naive Bayes method is one of  the oldest approaches 
to machine learning. It is founded on the calculation of  prob-
abilities and uses simple models. The SVM method involves 
drawing the border lines between the clusters that represent 
the classes. It is important to remember that the distance be-
tween the cluster centres and the elements should be kept to a 
minimum, but the distance along the border line between the 
clusters should be kept to a maximum. The Random Forest 
algorithm is an example of  a method that combines the oper-
ations of  multiple independent tree algorithms, which allows 
for higher levels of  accuracy to be achieved.  The Logistic Re-
gression algorithm is a type of  algorithm that was developed 

before the artificial neural network approach. It makes use of  
the easily derived sigmoid function, decreases the amount of  
error produced with each iteration, works quickly, and is sim-
ple to train.

A method known as stochastic gradient descent is an exam-
ple of  an iterative approach to optimising an objective func-
tion that must have suitable smoothness properties.  Since it 
replaces the actual gradient that was calculated from the entire 
data set with an estimate of  the gradient that was calculated 
from a randomly selected subset of  the data, it can be regarded 
as a stochastic approximation of  gradient descent optimiza-
tion. This is due to the fact that it calculates the estimate of  
the gradient from the data. This reduces the extremely high 
computational burden, which allows for faster iterations in ex-
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Figure 1. Photo examples representing the 4 different degrees of  Digital Dermatitis.
Degree 1. Granulomatous lesion 0.5-4 cm in diameter and less than 2 mm deep from epithelial tissue
Degree 2. A classic ulceration area that is deeper than 2 mm and can reach 7 cm in diameter
Degree 3. lesion covered with crust and healing
Degree 4. skin lesions are hyperkeratotic and proliferative



change for a lower convergence rate. This benefit is especially 
noticeable when dealing with high-dimensional optimization 
problems.

AdaBoost, short for Adaptive Boosting, is a statistical clas-
sification meta-algorithm and can be used in conjunction with 
many other types of  learning algorithms to improve perfor-
mance. The final output of  the boosted classifier is deter-
mined by combining the output of  various weaker learning 
algorithms into a weighted sum. This sum represents the final 
output of  the boosted classifier. AdaBoost is a classification 

meta-algorithm that, in order to improve performance, can be 
combined with a wide variety of  other kinds of  learning algo-
rithms. Specifically, it can be used to improve neural network 
performance.  The output of  the other learning algorithms of  
weak learners is combined into a weighted sum that represents 
the final output of  the boosted classifier. Usually, AdaBoost is 
presented for binary classification, although it can be gener-
alised to multiple classes or bounded intervals on the real line.

Within the confines of  the research project, the super-
vised learning method was implemented, and test and train-
ing data sets were generated by arbitrarily dividing the dataset 
into 80 percent and 20 percent. In the beginning, each model 
was initially trained with the help of  the training dataset. The 
validation process utilised 10% of  the training data set, and 
the success of  the training was evaluated for each model in-
dependently. Figure 2 shows the stages of  the classification 

process. Accordingly, the original data set was first reproduced 
by performing rotate, zoom in, and zoom out operations in the 
Python programming language to work with an equal num-

ber of  samples. After augmentation, a data set was created by 
randomly selecting 1,000 samples for each class. The dataset 
created from augmented photographs has been subjected to 
visual feature extraction so that it can work with numerical 
data and can be run with widely used machine learning algo-
rithms in the literature. Visual feature extraction is roughly the 
digitised version of  the layer outputs obtained before the fully 
connected layer in the last layer of  a deep learning algorithm.

Figure 2 shows the steps of  augmentation of  the original 
data set, visual feature extraction, and then classification using 
machine learning algorithms.

There are many metrics commonly used in the literature to 
measure model performance. The top among these are Area 
Under Curve (AUC), Cumulative Accuracy (CA), F1-Score, 
Precision, Recall, and Specificity measurements. The perfor-
mance metrics and formulas used in the study are given in 
Table 1.

RESULTS

The performance data of  6 machine learning models devel-
oped and trained within the scope of  the study were compared 
using 6 classification metrics, and the obtained values are given 
in Table 2 and Figure 3 respectively.
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Figure 2. Stages of  the artificial intelligence assisted medical photo classification process.

Performance Metric Equation

Precision aaaTPaaa
TP+FP

Recall aaaTPaaa
TP+FN

Specificity aaaTNaaa
TN+FP

Accuracy aaaaaaTP + TNaaaaaa
TP + FN + TN + FP

F1 Score aa2. (precision.recall)aa
precision + recall

Table 1. Model performance metrics and equations for the classification metrics.

TP: True positive, FP: False Positive, TN: True Negative, FN: False Negative
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Figure 3. Graphical model performance comparison for all machine learning models.
AUC: Area Under Curve, CA: Cumulative Accuracy.

Model AUC Cumulative Accuracy F1 Precision Recall Specificity
AdaBoost 0.6358 0.4538 0.4537 0.4537 0.4538 0.8179
Naive Bayes 0.8167 0.5768 0.5780 0.5831 0.5768 0.8589
SGD 0.9073 0.8610 0.8599 0.8595 0.8610 0.9537
Random Forest 0.8009 0.5795 0.5799 0.5806 0.5795 0.8598
Logistic Regression 0.9778 0.8735 0.8731 0.8729 0.8735 0.9578
SVM 0.9806 0.8730 0.8724 0.8746 0.8730 0.9577

Table 2. Numeric model performance results for all machine learning models.

SGD: Stochastic Gradient Descent, SVM: Support Vector Machine, AUC: Area Under Curve.

 Model Train time(s) Test time (s)
AdaBoost 40.8760 2.4560
Naive Bayes 11.6720 2.7450
SGD 20.3750 4.2810
Random Forest 10.1840 1.8400
Logistic Regression 128.6910 2.2080
SVM 151.7910 21.0330

Table 3. Numeric train and test time comparison for all machine learning models.

SGD: Stochastic Gradient Descent, SVM: Support Vector Machine

Figure 4. Graphical training and test time comparison for all 
machine learning models.



Accordingly, when the Cumulative Accuracy performance 
metric is taken as a basis, LR, SVM, and SGD models have 
achieved values above 0.86. These results show that all three 
models can produce a successful classification for this prob-
lem. When the models used in the study were evaluated on 
the precision metric, the LR, SVM, and SGD models showed 
significantly higher performance than the others. The same is 
valid for F1-score and recall metrics. Finally, when the spec-
ificity metric is considered, it is seen that the LR, SVM, and 
SGD models show the best performances, although there is 
no major difference between the models.

In addition to the performance of  the model developed us-
ing machine learning techniques, the time spent for training 
and testing is also considered an important metric. In addition 
to the high classification performance of  the developed mod-
el, it is desirable that the training and test run times be as short 
as possible. In Table 3, the training and testing times of  the 
models covered in the study are given in seconds. 

The numerical values given in Table 3 are visualized as a bar 
graph in Figure 4.

When the train and test time values are examined, the lon-
gest training time has emerged in the SVM and Logistic Re-
gression models, respectively. The fastest trained model was 
the Naive Bayes model, with 11.67 seconds. While the longest 
test time was measured as 21 seconds in the SVM model, the 
model with the fastest test time was the Random Forest at 1.84 
seconds.

DISCUSSION

It is stated that Digital Dermatitis disease, which is common 
in dairy cattle, is seen especially in Holstein cows (Demirkan 
et al., 2000). Even though there are cattle breeds like Simental 
and Montofon in the Burdur region, the fact that the cows di-
agnosed with DD are all of  the Holstein breed lends credence 
to the study. Although there are cattle breeds such as Simental 
and Montofon in the Burdur region, the fact that the cows 
diagnosed with DD are Holstein breeds supports the study.

According to Hernandez et al.’s (2001) research, the aeti-
ology of  DD disease can be traced back to conditions such 
as inadequate hygienic conditions, improper care of  the nails, 
and wet barn floors. The literature data are supported by the 
fact that comparable images were seen in the various places 
of  business that were investigated as part of  the scope of  the 
study.

It is emphasised that DD disease is seen especially in the 
hind legs and the lesions are in the plantar region (Bassett et 
al., 2017). Similarly, the fact that DD disease was found in the 
hind legs and between the heels of  cows in the study is consis-
tent with the data that has been found in the previous research.

The review of  the relevant literature revealed that there are 
no artificial intelligence medical image classification studies 
that have been developed for DD disease. This particular re-
search stands out as an original piece of  work due to the afore-
mentioned consideration.

CONCLUSION

Within the scope of  the study, the detection and evaluation 
of  digital dermatitis disease, which is common and causes se-
rious economic losses, through photographs was carried out 
with high accuracy by computer using artificial intelligence 
techniques.

In our application for the classification of  medical images, 
6 different machine learning models (AdaBoost, Naive Bayes, 
SGD, SVM, LR, and Random Forest) were developed and 
compared using 6 different classification metrics (AUC, CA, 
F1-score, precision, recall, and specificity). When the results 
are examined, it is seen that a very high classification success 
rate of  0.87 has been achieved. Accordingly, the most success-
ful classification models stand out as LR, SVM, and SGD. 

All three algorithms are classification algorithms with rela-
tively short working and training times. In terms of  the out-
comes of  the performance tests that were carried out, the 
differences between them are negligible at best. Although the 
success of  the algorithms varies according to the problem and 
the data set, when the SVM algorithm is used for problems 
with high dimension input size, model training takes longer 
and computational resources are consumed more.

In situations where there is overlap between classes, the 
classification accuracy of  the SVM algorithm is typically low-
er. The learning phase of  the LR algorithm can typically be 
completed rapidly and with a reduced demand on the available 
resources of  the computer. SGD was determined to be the 
model that required the least amount of  time to train out of  
these three different models. 
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