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ABSTRACT _
For the companion matrix BEB=Aa-abt, it was given a
statement depend on the component of b-vector of the matrix

A and it was searched the structure of A%,

OZET
Bir B=A-abt® companion matrisi icin A matrisinin, b-vek-
tor bilesenine bagl: bir ifadesi verildi ve A matrisinin

tersinin yapis1 arastirildi,

1. INTRODUCTION

In 1] W. Barrett and in [2] W. Barrett and P. J.
Feinsilver gave a proof of a theorem which characterized the
inverses of tridiagonal matrices. In these studies, it was
given a definition called the triangle property. Main

theorems were established by using this property. It was
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profited from 2-minors of matrix while it was made the proof
of the theorems. In this paper we considered a companion mat-
rix B. i.e.B=A-ab‘® where a=(a,, -, a,,)%€R® and ba(b,,~,b, ) €R"
such that a,=1 and b,#0. It was given a statement depend on
the component of b-vector of the matrix A and it was searched

the structure of a-t.

2. MAIN RESULTS

Definition 1. A,, is the minor that it is obtained

.deieting i-th row and j-th column of matrix A.

Definition 2. A matrix H=(h is called a lower

i3} nxn
(upper) Hessenberg matrix if hU=0 for all pairs (i,3) such
that i+1<j (j§+i<i).

Definition 3. Let

00 .. .1 -b,,

bl

The matrix B is said to be a companion matrix. It can be

written the following form:

B=A—ab‘ (2

where A is nxn matrix, a=(ay -, a ¢ and ba=(b,,..b, )¢

o)
Lemma 1. Let B be a companion matrix such that
a=(ag,~,a,,)t and b=(b,,~,b,,)t where a,=1 and b,#¢. If the

matrix A can be written as
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b, .b
a1,1.1-=1+-1—b‘—‘ for
o
a; 1=bj, for
aln=bn-1't%
A={ Fin" ;;1 a1n for
b2
a . =1+02
a,n-1 ‘bO
- 171-1191-1
ij b
o
b. _b.
a =—.i;1.m..3;l for
13 bo

then

i=1,.

i=2,.

i=4,..

RE

detA=(-1) "1 (b, -b))

where all b, are the components of b-vector.

..n, Jj=2,

for i,jsz,.y con-1; i<j

101

{3)

..n-2; 1-1>7,

(4)

Proof. Let the matrix A be as (3). Hence b, ,-b, is common

factor of the last column of A, Let us take this common

factor in outside of the determinant.
{(n-1)-th and (n-2)-th column multiple b

n-2

If we subtract from
and b, , of n-th

column, respectively, and we continue this operation, then we

obtain

detA=(-1P" (b, ,-b,)

1
2t
by

;r_

|

S
o

b
t

Ry

v

(5)
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Hence

detAs=(-1)"* (b, ,-b,) . (6)

Thus the proof is completed.

Theorem 1. Let B be a companion matrix such that
a={ag, ~,a,,}% and b=(b,,, b, ,)* where g,=1 and b#0. If the
matrix A is defined as (3} and it is regular, then the

inverse A°! of A is lower Hessenberg matrix such thataj’ =2
for i=1,...,n-2 and a;;=0 for i,3j=2,...,n-1; i2j, where allaj}

are elements of A" for i,j=1,...,n.

Proof: Let's make at three step the proof.

First of all, we show that A1 is a lower Hessenberqg
matrix. Since the matrix A is defined as in (3), the minorsa(f:i'h
of A are zero for i=1,...,n-2 and j=i+2,...,n. Therefore the
minors AU of A are zero for j-i>l (see [1], Theorem 1). Then
the matrix A' is a lower Hessenberg matrix.

In the second step we will show that aiﬂdsl for i=1,...,

n-1. From the definition of inverse of a matrix we have

A
PR LP PP | (7)
aJ,J+1 dE‘CA.
Now we show that Aj,, =detA for i=1,...,n~2. Since b, -b, is

common factor of the last column of A, we can take this

Q11,4
common factor in outside of the determinant. If we apply

“elementary operations, we obtain

Ay, = (F1" M by - [T, (8)

where I . is (n-1)x(n-1) identity matrix. Thus

A, ~deta, (9)
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Because of (9) we write ath-l-

In the third step let's show that ajj=0 for i.,j=2,...,n-1
and ixjf, i.e. A,y =0. Sipnce j-th row and i-th column of A not

found in Ay the first and (j-1)-th rows of this minors are

linear dependent. Therefore

A;=0  for 1i,j=2,...,n-1; 1izx27. (10)
Consequently
ajj=0  for 1,j=2,...,n-1; 2], (11)

Thus the proof is completed.
Corollary 1. Let the matrix A be as in-(3). Then the a-
vector in B i3 in the following form:

bl b: ‘tn—!
a(ao, f)" Y ( )

where a =1 and b #0.
Proof: Since the matrix A is as in (3), the minors

' A(ﬁfj) of A are zero for i=1,...,n-2 and j=i+2,....n.

Clearly, we have a1=§? for i=1,..,,n-1.
A
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