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#### Abstract

Generally, DAEs do not have a closed form solution, so these equations have to be solved numerically. In this work, an approximate analytic series solution of the semi-explicit DAEs is obtained by using Laplace Adomian Decomposition Method (LADM). Before directly solving the high-index semi-explicit DAEs, we apply the index reduction method to high-index semi-explicit DAEs since solving high-index semi-explicit DAEs is difficult. Then, we use the LADM obtaining the numerical solution. To show computational capability and efficiency of the LADM for the solution of semi-explicit DAEs, a couple of numerical examples are given. It has been shown that the intoduced algorithm has a very good accuricy compared with exact solution for the semi-explicit DAEs. So it can be applied to other DAEs.
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## 1. Introduction

Differential algebraic equations (DAEs) are often obtained during modeling of problems in science and engineering. There are lots of different application areas for DAE systems such as computer-aided design and multi-body systems [23], circuit simulation [5], chemical process modelling, applying the extended Kalman filter and in many other applications [10,21]. Sometimes studying on the approximate solution of DAEs may be more difficult then the approximate solution of ordinary differential equations (ODEs) [22]. In recent years, many studies have been carried out with DAEs. Zolfaghari at al described a method for analyzing the structure of a system of nonlinear integro-differential-algebraic equations (IDAEs) that generalizes the $\Sigma$ method for the structural analysis of differen-tial-algebraic equations [34]. Pulch at al, have considered linear dynamical systems composed of differential-algebraic equations (DAEs). They have did sensitivity analysis of random linear differential-algebraic equations using system norms [24]. Hanke and März approach a direct numerical treatment of nonlinear higher-index differential-algebraic equations by means of overdetermined polynomial least-squares collocation [18]. Yan at al, have focused on the numerical solutions of nonlinear delay-differential-algebraic equations with proportional delay, which are transformed into

[^0]nonlinear delay- differential-algebraic equation with constant delay through exponential transformation. Block boundary value methods are extended to solve this type of equation [33]. DAEs is generally seen the following structure in the literature
\[

$$
\begin{equation*}
F(\dot{y}(x), y(x), x)=0, \tag{1.1}
\end{equation*}
$$

\]

where $y$ and $F$ are vector-valued functions and $\dot{y}(x)$ is the derivative of $y(x)$ with respect to $x$. If the Jacobian $\frac{\partial F}{\partial \dot{y}}$ is nonsingular, then the system (1.1) are implicit ODEs. Therefore, we can get $\dot{y}$ from the system (1.1) by applying the implicit function theorem for obtaining the explicit ordinary differential equations given below

$$
\begin{equation*}
\dot{y}(x)=G(y(x), x) . \tag{1.2}
\end{equation*}
$$

Here $G$ is

$$
F(G(y(x), x), y(x), x)=0
$$

a suitably defined functional. Therefore, by using this approach we may find the solution of implicid ODEs by solving ecplicit ODEs.

For the system (1.1) define differential-algebraic equations, it must be Jacobian $\frac{\partial F}{\partial \dot{y}}$ is singular, as now the function $\dot{y}(x)$ cannot be written in the explicit form (1.2) [9].

The index is a very important concept for the analysis of DAEs and defined as the number of differentiations needed to convert DAEs into a system of ODEs. Different index definitions are available such as the perturbation index [12], differentiation index [11] and the tractability index [26]. All these indices are equal for constant coefficients linear DAEs [27]. It is well known that, it is possible to say that the index is very important for the understant the difficulty level for the numerical solution of DAEs.If DAEs have an index greater than 1 then solving them can be difficult. [6,29]. So there is need to index reduction before the numerical solution of DAEs [22,29]. For this reason, to solve semi-explicit DAEs having high-index with Laplace Adomian Decomposition Method (LADM) is difficult and inefficient. We first applied the index reduction method to solve such equations. Then, we used LADM to find the numerical solution.

The LADM method is achieved by using two methods together to obtaion the numerical solutions of nonlinear equations. These are Laplace Transform Method and Adomian Decomposition Method (ADM). ADM was proposed and established by Adomian [1-4]. With this method, many different types of problems have been solved such that partial differential equations, linear and nonlinear ODEs, integral equations and integro-differential equations. The numerical solution of the second Painleve equation is obtained by using Adomian Decomposition method [13]. Rach has shown in his paper that the Adomian decomposition method cannot be identified with any of the previous methods as it solves a large class of nonlinear and stochastic equations without the often nonphysical assumptions that have become conventional [25]. Wazwaz in his work, compared the performance of the Adomian decomposition method and the Taylor series method applied to the solution of linear and nonlinear ordinary differential equations [30]. The Adomian decomposition method and a modified form of this method were applied to construct the numerical solution of fifth-order boundary value problems with two-point boundary conditions [31]. A modified form of the Adomian decomposition method was applied to construct the numerical solution for sixth-order boundary value problems (BVPs) with two-point boundary conditions [32]. Using Laplace transform gives us important advantage that effectively transform differential equations into algebraic equations. In recent years, the LADM method has been used by many researchers to solve many different problem types. [8,14-17,20]. In our researches we have not seen any study used this combined method to DAEs. Therefore, in present work we wish to use LADM to DAEs. By doing this we will manage at first to extent the applications of LADM to DAEs.

This work has been organized and presented as follows. In section 2, we give a few necessary informations about DAEs and Reducing index. In section 3, we demonstrated the LADM practically on some examples for showing the solution prosedure. The last section is reserved for the conclusion.

## 2. Reducing Index For DAEs

In this part, the index reduction method given by [7, 19, 28] is presented. Let us examine a linear (or linearized) semi-explicit DAEs:

$$
\begin{align*}
X^{(m)} & =\sum_{j=1}^{m} F_{j} X^{(j-1)}+G Y+q  \tag{2.1}\\
0 & =H X+r
\end{align*}
$$

where $X(\tau) \in R^{n \times 1}, Y(\tau)=R^{k \times n}$ and $F_{j}, G, H$ are smooth functions of $\tau, t_{0} \leq \tau \leq \tau_{f}, F_{j}(\tau) \in R^{n \times n}, j=$ $1, \cdots, m, G(\tau) \in R^{n \times k}, H(\tau) \in R^{k \times n}, 1 \leq k \leq n, n \geq 2$ and $H G$ is nonsingular (DAE has index m+1) outside a finite number of isolated points of $\tau$, which in this case, the DAEs (2.1) restriction singularity. The inhomogeneties are $q(\tau) \in R^{n \times 1}$ and $r(\tau) \in R$.

If we take $H G$ as nonsingular, from (2.1), we obtain

$$
\begin{equation*}
Y=(H G)^{-1} H\left[X^{(m)}-\sum_{j=1}^{m} F_{j} X^{(j-1)}-q\right], \tau \in\left[\tau_{0}, \tau_{f}\right] \tag{2.2}
\end{equation*}
$$

If we substitute (2.2) into (2.1), we obtain that

$$
\left[I-G(H G)^{-1} H\right]\left[X^{(m)}-\sum_{j=1}^{m} F_{j} X^{(j-1)}-q\right]=0 .
$$

Therefore, Problem (2.1) converts to the following overdeterminant system:

$$
\begin{align*}
{\left[I-G(H G)^{-1} H\right]\left[X^{(m)}-\sum_{j=1}^{m} F_{j} X^{(j-1)}-q\right] } & =0  \tag{2.3}\\
H X+r & =0, \tau \in\left[\tau_{0}, \tau_{f}\right]
\end{align*}
$$

Then, (2.3) systems can be written as a full-rank DAE system having $n$ unknowns and $n$ equations with index $m$ [7], [19].

Let us consider the problem (2.1), for simplicity, for $m=1$ (index 2 problem occur), $\mathrm{k}=1,2$ and $\mathrm{n}=2,3$. Furthermore, if it is assumed that DAE is not singular, i.e.,

$$
H . G(\tau) \neq 0, \tau \in\left[\tau_{0}, \tau_{f}\right] .
$$

Then, Theorem 2.1 and Theorem 2.2 offer us the opportunity to transform the index-2 DAEs into an index-1 DAEs. Thus, we will be able to apply LADM to the obtained index-1 problem.
Theorem 2.1. For $k=2$ and $n=2$ Problem (2.1) having index-2 is identical to DAE system having index-1 given below.

$$
T_{1} X^{\prime}+T_{0} X=\hat{q}
$$

In this system, the following must be provided.

$$
\begin{gathered}
T_{0}=\left[\begin{array}{cc}
b_{1} a_{21}-b_{2} a_{21} & b_{1} a_{22}-b_{2} a_{12} \\
c_{1} & c_{2}
\end{array}\right], T_{1}=\left[\begin{array}{cc}
b_{2} & -b_{1} \\
0 & 0
\end{array}\right], \hat{q}=\left[\begin{array}{c}
b_{2} q_{1}-b_{1} q_{2} \\
-r
\end{array}\right] \\
Y=(H G)^{-1} H\left[X^{\prime}-F X-q\right] .
\end{gathered}
$$

Proof. Given by [7]
Now, we give another theorem for index reduction.
Theorem 2.2. For $k=2$ and $n=3$ Problem (2.1) index-2 is identical to DAE system having index-1 given below.

$$
\left[\begin{array}{c}
\bar{M} \\
0
\end{array}\right] X^{\prime}+\left[\begin{array}{c}
-\bar{M} F \\
H
\end{array}\right] X=\left[\begin{array}{c}
\bar{M} q \\
-r
\end{array}\right]
$$

In this system the following must be provided.

$$
M=\left[\begin{array}{lll}
b_{21} b_{32}-b_{22} b_{31} & b_{12} b_{31}-b_{11} b_{32} & b_{11} b_{22}-b_{12} b_{21}
\end{array}\right]_{1 \times 3}
$$

and

$$
Y=(H G)^{-1} H\left[X^{\prime}-F X-q\right] .
$$

Proof. Given by [19].

## 3. Laplace Adomian Decomposition Method

In this part, we proposed the LADM with examples to show the capability and performance of this method for semiindexed DAEs. Using Laplace transform gives us important advantage that effectively transform differential equations into algebraic equations. The LADM method is achieved by using two methods together to obtaion the numerical solutions of nonlinear equations. These are Laplace Transform Method and ADM. In some examples to simplify the computations coefficient functions is expressed in Taylor series. We apply the index reduction method since solving high-indexed semi-explicit DAEs is difficult and inefficient. Then, we solve them by using LADM. The algorithms are implemented by Mathematica 7.0.

Example 3.1. Let us study the following semi-explicit DAEs with the $x_{1}(0)=1, x_{2}(0)=0$ initial conditions.

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\binom{x_{1}^{\prime}(\tau)}{x_{2}^{\prime}(\tau)}+\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right)\binom{x_{1}(\tau)}{x_{2}(\tau)}=\binom{[\sin \tau+(2.02)] e^{(0.02) \tau}}{[2 \sin \tau+1] e^{(0.02) \tau}} .
$$

The exact solution of the problem is

$$
x(\tau)=\binom{e^{(0.02) \tau}}{\sin \tau e^{(0.02) \tau}}
$$

We apply the LADM to this problem to obtain the solution of it. Now, let's apply the Laplace transform

$$
\begin{align*}
L\left\{x_{1}(\tau)\right\} & =\frac{1}{s}+\frac{1}{s} L\left\{[\sin \tau+(2.02)] e^{(0.02) \tau}\right\}-\frac{2}{s} L\left\{x_{1}(\tau)\right\}-\frac{1}{s} L\left\{x_{2}(\tau)\right\},  \tag{3.1}\\
& L\left\{x_{2}(\tau)\right\}=\frac{1}{2} L\left\{[2 \sin \tau+1] e^{(0.02)} \tau\right\}-\frac{1}{2} L\left\{x_{1}(\tau)\right\}
\end{align*}
$$

Substituting $x_{1}=\sum_{k=0}^{\infty} x_{1 k}, x_{2}=\sum_{k=0}^{\infty} x_{2 k}$ into (3.1), it causes

$$
\begin{aligned}
& L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\}=\frac{1}{s}+\frac{1}{s} L\left\{[\sin \tau+(2.02)] e^{(0.02) \tau}\right\}-\frac{2}{s} L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\}-\frac{1}{s} L\left\{\sum_{k=0}^{\infty} x_{2 k}\right\}, \\
& L\left\{\sum_{k=0}^{\infty} x_{2 k}\right\}=\frac{1}{2} L\left\{[2 \sin \tau+1] e^{(0.02) \tau}\right\}-\frac{1}{2} L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\} .
\end{aligned}
$$

Then, the solution procedure is obtained by using the LADM.

$$
\begin{aligned}
& L\left\{x_{10}\right\}=\frac{1}{s}+\frac{1}{s} L\left\{[\sin \tau+(2.02)] e^{(0.02) \tau}\right\}, L\left\{x_{1 k+1}\right\}=-\frac{2}{s} L\left\{x_{1 k}\right\}-\frac{1}{s} L\left\{x_{2 k}\right\}, \\
& L\left\{x_{20}\right\}=\frac{1}{2} L\left\{[2 \sin \tau+1] e^{(0.02) \tau}\right\}, L\left\{x_{2 k+1}\right\}=-\frac{1}{2} L\left\{x_{1 k}\right\}
\end{aligned}
$$

For the sake of shortness approximations to the solutions we obtain only following six terms,

$$
\begin{aligned}
& x_{1}(\tau)=1+0.02 \tau+0.0002 \tau^{2}-0.020832 \tau^{3}-0.250104 \tau^{4}-0.346834 \tau^{5}-0.112309 \tau^{6}, \\
& x_{2}(\tau)=1 . \tau+0.02 \tau^{2}-0.291467 \tau^{3}-0.342499 \tau^{4}-0.151411 \tau^{5}-0.0115533 \tau^{6} .
\end{aligned}
$$

Table 1 shows the numerical solutions of Example 3.1. It is also illustrate the absolute errors of exact solution and LADM with 20 terms. Furthermore Figure 1 shows absolute errors graphics between numerical solutions obtained with LADM with 20 terms and exact solutions of Example 3.1. Looking at the Figure 1, it is seen that the difference between the exact solution and the approximate solution is very small. Thus, we can say that we have obtained a good approach with LADM.

Example 3.2. Let us study the following problem. This problem is linear index-2 and semi-explicit DAEs problem and initial values are $x_{1}(0)=1, x_{2}(0)=0$.

$$
\begin{gathered}
X^{\prime}=F X+G Y+q \\
0=H X+r
\end{gathered}
$$

| $\tau_{i}$ | $x_{1}\left(\tau_{i}\right)$ | $\operatorname{err}\left(x_{1}\left(\tau_{i}\right)\right)$ | $x_{2}\left(\tau_{i}\right)$ | $\operatorname{err}\left(x_{2}\left(\tau_{i}\right)\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1. | 0. | 0. | 0. |
| 0.1 | 1.002 | 0. | 0.100033 | $2.77556 \mathrm{E}-17$ |
| 0.2 | 1.00401 | 0. | 0.199466 | $2.498 \mathrm{E}-16$ |
| 0.3 | 1.00602 | $1.13243 \mathrm{E}-14$ | 0.297299 | $4.2466 \mathrm{E}-14$ |
| 0.4 | 1.00803 | $4.64073 \mathrm{E}-13$ | 0.392546 | $1.4827 \mathrm{E}-12$ |
| 0.5 | 1.01005 | $8.80607 \mathrm{E}-12$ | 0.484244 | $2.47669 \mathrm{E}-11$ |
| 0.6 | 1.01207 | $1.0195 \mathrm{E}-10$ | 0.571459 | $2.57993 \mathrm{E}-10$ |
| 0.7 | 1.0141 | $8.35606 \mathrm{E}-10$ | 0.6533 | $1.93189 \mathrm{E}-9$ |
| 0.8 | 1.01613 | $5.30372 \mathrm{E}-9$ | 0.728926 | $1.13295 \mathrm{E}-8$ |
| 0.9 | 1.01816 | $2.76358 \mathrm{E}-8$ | 0.797555 | $5.50185 \mathrm{E}-8$ |
| 1 | 1.0202 | $1.23063 \mathrm{E}-7$ | 0.85847 | $2.29908 \mathrm{E}-7$ |

Table 1. Absolute error between numerical solution obtained with LADM with 20 terms and exact solution of Example 3.1.


Figure 1. Absolute error graphics between numerical solutions obtained with LADM with 20 terms and exact solutions of Example 3.1
where $0 \leq \tau \leq 1$ and

$$
F=\left[\begin{array}{cc}
-1 & 1 \\
0 & 0
\end{array}\right], G=\left[\begin{array}{c}
0 \\
1+2 \tau
\end{array}\right], q=\left[\begin{array}{c}
-\sin (\tau) \\
0
\end{array}\right], H^{T}=\left[\begin{array}{l}
1 \\
1
\end{array}\right], r(\tau)=-\left(e^{-\tau}+\sin (\tau)\right)
$$

Here, the exact solutions are

$$
x_{1}(\tau)=e^{-\tau}, x_{2}(\tau)=\sin (\tau), y(\tau)=\frac{\cos (\tau)}{1+2 \tau}
$$

Theorem 2.1 converts the problem having index-2 to the problem having index-1 as follows having the same $x_{1}(0)=$ 1 and $x_{2}(0)=0$ initial values:

$$
\begin{gathered}
x_{1}+x_{2}=e^{-\tau}+\sin (\tau) \\
x_{1}^{\prime}+x_{1}-x_{2}+\sin (\tau)=0 .
\end{gathered}
$$

Here, $y=(H G)^{-1} H[X-F X-q]$. We apply the LADM to this problem to obtain the solution of it. Now, let's apply the Laplace transform

$$
\begin{gather*}
L\left\{x_{1}(\tau)\right\}=\frac{1}{s}-\frac{1}{s} L\{\sin (\tau)\}+\frac{1}{s} L\left\{x_{2}(\tau)\right\}-\frac{1}{s} L\left\{x_{1}(\tau)\right\}  \tag{3.2}\\
L\left\{x_{2}(\tau)\right\}=L\left\{e^{-\tau}\right\}+L\{\sin (\tau)\}-L\left\{x_{1}(\tau)\right\} .
\end{gather*}
$$

| $\tau_{i}$ | $x_{1}\left(\tau_{i}\right)$ | $\operatorname{err}\left(x_{1}\left(\tau_{i}\right)\right)$ | $x_{2}\left(\tau_{i}\right)$ | $\operatorname{err}\left(x_{2}\left(\tau_{i}\right)\right)$ | $y\left(\tau_{i}\right)$ | $\operatorname{err}\left(y\left(\tau_{i}\right)\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1. | 0. | 0. | 0. | 1. | $1.61626 \mathrm{E}-12$ |
| 0.1 | 0.904837 | $2.49356 \mathrm{E}-13$ | 0.0998334 | $8.35498 \mathrm{E}-13$ | 0.82917 | $1.16129 \mathrm{E}-12$ |
| 0.2 | 0.818731 | $6.43818 \mathrm{E}-13$ | 0.198669 | $1.38367 \mathrm{E}-12$ | 0.700048 | $1.63658 \mathrm{E}-12$ |
| 0.3 | 0.740818 | $9.1005 \mathrm{E}-13$ | 0.29552 | $3.13083 \mathrm{E}-14$ | 0.597085 | $3.13616-12$ |
| 0.4 | 0.67032 | $4.23683 \mathrm{E}-12$ | 0.389418 | $1.2611 \mathrm{E}-11$ | 0.511701 | $1.35715 \mathrm{E}-10$ |
| 0.5 | 0.606531 | $4.27451 \mathrm{E}-11$ | 0.479426 | $1.73343 \mathrm{E}-10$ | 0.438791 | $1.4551 \mathrm{E}-9$ |
| 0.6 | 0.548812 | $2.31555 \mathrm{E}-10$ | 0.564642 | $1.33268 \mathrm{E}-9$ | 0.375153 | $8.86601 \mathrm{E}-9$ |
| 0.7 | 0.496585 | $8.07642 \mathrm{E}-10$ | 0.644218 | $7.0922 \mathrm{E}-9$ | 0.318684 | $3.83198 \mathrm{E}-8$ |
| 0.8 | 0.449329 | $1.82167 \mathrm{E}-9$ | 0.717356 | $2.9105 \mathrm{E}-8$ | 0.267964 | $1.30708 \mathrm{E}-7$ |
| 0.9 | 0.40657 | $1.2984 \mathrm{E}-9$ | 0.783327 | $9.82309 \mathrm{E}-8$ | 0.222003 | $3.74297 \mathrm{E}-7$ |
| 1 | 0.367879 | $1.04795 \mathrm{E}-8$ | 0.841471 | $2.84294 \mathrm{E}-7$ | 0.1801 | $9.36034 \mathrm{E}-12$ |

Table 2. Absolute error between numerical solution obtained with LADM with 20 terms and exact solution of Example 3.2

Substituting $x_{1}=\sum_{k=0}^{\infty} x_{1 k}, x_{2}=\sum_{k=0}^{\infty} x_{2 k}$ into (3.2), it causes,

$$
\begin{aligned}
& L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\}=\frac{1}{s}-\frac{1}{s} L\{\sin (\tau)\}+\frac{1}{s} L\left\{\sum_{k=0}^{\infty} x_{2 k}\right\}-\frac{1}{s} L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\}, \\
& L\left\{\sum_{k=0}^{\infty} x_{2 k}\right\}=L\left\{e^{-\tau}\right\}+L\{\sin (\tau)\}-L\left\{\sum_{k=0}^{\infty} x_{1 k}\right\} .
\end{aligned}
$$

Then, the solution procedure is obtained by using the LADM.

$$
\begin{aligned}
& L\left\{x_{10}\right\}=\frac{1}{S}-\frac{1}{S} L\{\sin (\tau)\}, L\left\{x_{1 k+1}\right\}=\frac{1}{S} L\left\{x_{2 k}\right\}-\frac{1}{S} L\left\{x_{1 k}\right\}, \\
& L\left\{x_{20}\right\}=L\left\{e^{-\tau}\right\}+L\{\sin (\tau)\}, L\left\{x_{2 k+1}\right\}=-L\left\{x_{1 k}\right\} .
\end{aligned}
$$

For the sake of shortness approximations to the solutions we obtain only following six terms:

$$
\begin{aligned}
& x_{1}(\tau)=9-12 e^{-\tau}-15 \tau+\frac{17 \tau^{2}}{2}-\frac{5 \tau^{3}}{3}+\frac{\tau^{4}}{12}+4 \cos (\tau)+2 \sin (\tau) \\
& x_{2}(\tau)=-8+8 e^{-\tau}+11 \tau-4 \tau^{2}+\frac{\tau^{3}}{3}-2 \sin (\tau) \\
& y(\tau)=\frac{156-192 e^{-\tau}-204 \tau+102 \tau^{2}-20 \tau^{3}+\tau^{4}+48 \cos (\tau)+12 \sin (\tau)}{12+24 \tau}
\end{aligned}
$$

Table 2 shows the numerical solutions of Example 3.2. It is also illustrate the absolute errors of exact solution and LADM with 20 terms. Furthermore, Figure 2 shows absolute errors graphics between numerical solutions obtained with LADM with 20 terms and exact solutions of Example 3.2. Looking at the Figure 2, it is seen that the difference between the exact solution and the approximate solution is very small. Thus, we can say that we have obtained a good approach with LADM.

## 4. Conclusion

In this study LADM has been applied to semi-explicit DAEs. To show computational capability and efficiency of the method for the solution of semi-explicit DAEs a couple of numerical examples are given. We apply the index reduction method to high-indexed semi-explicit DAEs since solving high-indexed semi-explicit DAEs is difficult. Then we use the LADM obtaining the numerical solution. By examining Table 1, Figure 1, Table 2 and Figure 2 we can easily see that the absolute errors changes between $10^{-7}$ and $10^{-17}$. It has been shown that the introduced algorithm has a


Figure 2. Absolute error graphics between numerical solutions obtained with LADM with 20 terms and exact solutions of Example 3.2
very good accuricy compared with exact solution for the semi-explicit DAEs. All the computations are performed by Mathematica 7.0. Therefore, the calculated results are quite reliable. So it can be suitable to other DAEs.
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